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Abstract

In the last few decades, Real-time hybrid simulation (RTHS) has become a recog-
nized testing methodology for evaluating performance of structural components
under potentially catastrophic events such as earthquakes. Although RTHS is
cost- and time-effective compared to other existing test methods such as shake ta-
ble or pseudo-dynamic testing, it is a relatively new concept. Accordingly, there
is a pressing need to assure growing interest from civil engineering community
seeking for validation of RTHS. To meet community’s expectations, a compre-
hensive verification of the RTHS methodology is needed. This work presented
herein is the summary of an international multi-university collaboration research
project. Efforts toward demonstrating reliability and feasibility of RTHS are
focused on three phases: (i) analytical simulations, (ii) physical full-scale tests
and (iii) RTHS of a three story prototype structure equipped with a controllable
MR damper under various earthquake inputs. Integrity of numerical models and
performance of RTHS are evaluated through the comparisons with shake table
tests to verify RTHS.
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CHAPTER 1

INTRODUCTION

Designing civil engineering structures that can withstand the test of time has

always been a major challenge. As a part of this challenge, the earthquake

engineers have aimed to create redundant environments resisting destructive

forces of nature such as unforgiving earthquakes, harsh winds and giant tsunamis.

However, the Great Sichuan Earthquake that occurred at 14:28 CST on May, 12

2008 tried the traditional structural engineering practices once more. Despite

of all engineering efforts, the toll of the earthquake was 69,226 deaths and a

direct economic cost of 124.2 billion US Dollars (United Nations Centre for

Regional Development, 2009). The overly large amount of damage in recent

events such as this earthquake demonstrated that current practices are not

sufficient. Innovation is needed in civil engineering to overcome our limitations.

In the last two decades, structural vibration control systems have received

growing attention in the civil engineering community. To date, many varieties

of control devices including passive, active and semi-active types have been

developed. The Great East Japan Earthquake occurred in 2011 demonstrated

that such devices provided effective damage control (Taylor et al., 2012).
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Among vibration control devices currently available on the market, the MR

damper is known for its reliability and adaptability. Principally, MR dampers

provide a novel and attractive semi-active control mechanism. By using small

amount of external power source, system’s stiffness and damping characteristics

can be modified based on the feedback of structural responses and the supplemen-

tal MR damper can consume the motion of the structure to develop necessary

restoring forces. Many experimental studies have already demonstrated the

effectiveness of the MR damper in mitigating earthquake hazards for various

structural configurations. For example, Dyke et al. (1996b) and Jiang and Chris-

tenson (2011) demonstrated that MR dampers can reduce structural responses

in small-scale models. Friedman (2012) showed that large scale MR dampers

are very effective in controlling structural vibrations. As a different approach,

Ramallo et al. (2002) integrated an MR damper to a base isolation system to

increase efficiency of passive base isolators. Finally, Lynch et al. (2008) studied

structural control in a wireless sensor network setting using a MR damper device.

When it comes to understanding the effects of vibration control devices on

the global performance on the structures, RTHS technique is often used, in

particular, for evaluating performance of rate dependent devices such as base

isolation systems (Erkus and Johnson, 2006), MR dampers (Christenson et al.,

2008) or nonlinear elastomeric dampers (Chen et al., 2009). Because RTHS

provides an efficient way to isolate and physically test only the more complex

or critical components when available resources do not allow researchers to test

the full-scale structure, the RTHS technique has become a significant research

area in earthquake engineering in recent years. Numerous studies have verified

effectiveness of RTHS by comparing hybrid test results to numerical simulations

of semi-actively controlled structures equipped with MR damper (Christenson

et al., 2008; Carrion et al., 2009; Castaneda et al., 2013; Gao et al., 2013b)
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Although RTHS is cost- and time-effective compared to other existing test

methods such as shake table or pseudo-dynamic testing, it is a relatively new

concept. With the expectation that RTHS will become more standard and

acceptable in the future, there is a pressing need to demonstrate and validate

the RTHS method (Dyke et al., 2010).

To this date, little research has been reported on the comparison of RTHS

results with those from a large scale structure tested on the shake table. Lin

(2009) demonstrated that there is a close correlation between responses in shake

table tests of a small scale 3-DOF shear building model with an MR damper,

and responses in the real-time hybrid simulation where the MR damper is the

only physical substructure. However the results also show discrepancies due to

actuator dynamics and modeling errors.

A more recent study conducted by Shao and Enyart (2012) investigated

the feasibility the real-time hybrid simulation methodology by comparing a full

small-scale 3-DOF shear building model on shake table with pure analytical

simulation and RTHS tests where third story of the structure being as only the

physical substructure. In both configurations, the third floor was also equipped

with a viscous damper designed for radio controlled toy cars to add nonlinearity

to the system. Several imperfections in the comparisons were reported,that are

related to limited displacement tracking performance of the actuator driving

the shake table. The researchers also noticed that when measured shake table

accelerations were used for the pure simulations and RTHS, the discrepancies

became larger.

Finally, an up-to-date study researched by Saouma et al. (2014) focused

on validating RTHS using a nonductile reinforced concrete frame tested on a

shake table. For RTHS, this three story structure is modeled with nonlinear

elements and over 400 degrees of freedoms, while one of its base columns is
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tested physically. Overall, the test is another major step in validating RTHS,

however the comparisons between shake table and RTHS responses also indicate

discrepancies.

Even though comparisons between experimental tests, analytical simulations

and RTHS tests have validated the results to some extent, we are aware of

no research considering large-scaled structures with larger damper forces. In

addition, the accuracy of the comparisons is based on the tracking performance

of the actuator in RTHS scheme. However, there is no research conducted on

how performance of same-family controllers are affected by different actuator

configurations. To advance these research areas, an international multi-university

collaboration research project has been proposed which focuses on the following

tasks: (i) identification and modeling of the test structure, (ii) development of

control algorithms for efficient vibration control, (iii) testing of the structure

on the shake table, (iv) development of tracking algorithms to compensate

dynamics of different actuator, (v) conducting RTHS tests where MR damper is

integrated to the platform as physical substructure and (vi) verification of the

RTHS method by comparing the results.

The aforementioned tasks are partitioned into three large phases. In the first

phase of this study, system identification tests of the medium-scale prototype test

structure built at Harbin Institute of Technology (HIT) in China are discussed

and several numerical models are proposed. Preliminary semi-active control

designs are developed based on the numerical model. Also, the behavior of MR

dampers used at HIT for the shake table tests and at Purdue for the RTHS are

characterized and numerical models have been generated.

In the second phase of this study, the structure is excited on the shake table

located at HIT under various earthquake inputs when damper is on and off the

structure. Subsequently, using the proposed numerical models of the structure

4



and the MR damper, the preliminary performance achieved with various control

algorithms is compared under several earthquake excitations.

Finally, in the last phase, H-inf based tracking algorithm, RIAC is devel-

oped for the large-slow and small-fast actuators located at HIT and Purdue,

respectively. After the performance and reliability of this algorithm is evaluated,

responses from RTHS conducted at Purdue using the analytical model as the

numerical substructure and the MR damper as the physical substructure are

compared to the shake tables test results.

1.1 Literature Review

To date, only a few researchers have investigated the validation of RTHS using

different structures and configurations. The validations efforts are categorized in

two groups: (1) linear applications and (2) nonlinear applications. A summary

of the previous research is tabulated in Fig. 1.1. This section will summarize

these research efforts.

1.1.1 Linear Applications

The first validation of RTHS for a linear structure was performed by Wang

et al. (2011), where a two story shear frame was tested at Tsinghua University.

Since the final goal of this research was to investigate soil-structure interaction

using RTHS, validation was not the ultimate focus. For the preliminary RTHS

configuration, the reference structure was partitioned into two substructures: (i)

second floor as physical structure, i.e. the substructure on the shake table and

(ii) first floor as the numerical substructure. Acceleration responses to 2 and

3 Hz sine wave excitation at roof level were compared between RTHS, shake

table and numerical analysis schemes. No further analysis were conducted on

the quality of the data for the verification of RTHS.
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A setup similar to the previous study was proposed by Shao and Enyart

(2012). In this study, the development of the RTHS framework at Western

Michigan University is described. To demonstrate the feasibility of the frame-

work, responses of a three story benchmark structure tested on the shake table

is compared to those of the proposed substructuring configuration for linear

cases. According to the comparisons, response of RTHS scheme matches pure

numerical simulation and shake table results for the 1940 El Centro earthquake

motion. A maximum peak-to-peak error by about 20% is reported for this

comparison. Nevertheless, the results show that RTHS can be used to obtain

reasonable seismic responses of the testing structure.

1.1.2 Nonlinear Applications

Validation of RTHS for nonlinear seismic applications is first explored by Lin

and Christenson (2009, 2011) and Lin (2009). The aim of this study series was to

compare shake table responses of a two story structure, controlled with an MR

damper attached between ground floor and its first floor, with corresponding

RTHS results in the RTHS facility at the University of Connecticut. For the

shake table tests, the physical two story structure was excited with various

ground accelerations. For RTHS tests, the MR damper was isolated and tested

as the physical substructure, where the two story structure was modeled as the

numerical substructure. The mass of the structure was estimated to be 100 kg

and the MR damper fixture on the structure was designed to sustain forces up

to 500 N. Thus, damper was always utilized at passive-off control mode where

a constant 0 A was sent to the current driver feeding the damper. Reported

root mean square (RMS) acceleration error between the shake table test and

RTHS varied from 1% to 30%, while peak accelerations differed between 4-18%

for various earthquakes.
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One additional validation of RTHS using a nonlinear device was conducted

by Ashasi-Sorkhabi et al. (2013). This particular study investigated the dynamic

performance of a single degree of freedom (SDOF) system with a tuned liquid

damper (TLD) using RTHS and shake table testing techniques. The RTHS

setup partitioned the system into TLD as the physical substructure due to its

complex and difficult-to-model nonlinear nature and linear SDOF structure as

the numerical substructure. Although good agreement was observed between

the responses from the real-time hybrid simulation and shake table tests, the

comparison can be roughly reduced to tracking of the desired displacement. The

error indicator was given in terms of phase error index (PEI) and amplitude

error index (AEI). These indicators promise versatility in understanding RTHS

configuration performance, albeit they are not commonly used.

Another comparison study was performed for a two story structure by

Lamarche et al. (2010), both in linear and nonlinear regimes. The RTHS con-

figuration comprises the first story as the physical substructure, whereas the

rest of the structure was simulated with a nonlinear numerical model using

Rosenbrock integration method. RTHS, shake table and numerical analysis re-

sults were examined to demonstrate proposed RTHS and compensation methods

can estimate responses of the test structure. Three linear and five non-linear

cases were analyzed. For some nonlinear cases, yielding of steel in tension and

buckling in compression was considered, by introducing additional structural

members. For all of the comparisons, errors were reported similar to the work

of Lin and Christenson (2011). This study is unique since it is one of the first

projects that was able to run complex nonlinear structural models and also

to estimate strain hardening of steel with Giuffré-Menegotto–Pinto hysteresis

model in RTHS configuration.

Finally, Saouma et al. (2014) investigated a three story, three bay reinforced
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concrete structure that was tested previously by Ghannoum and Moehle (2012)

on a shake table. To conduct RTHS, the structure is partitioned into one of

the base columns as the physical substructure, and rest of the structure as the

numerical substructure. Since the shake table test focused on axial failure of the

columns, gravity as well as lateral forces were simulated using three actuators

in RTHS. The numerical substructure consisting over 400 degrees of freedom

is modeled using nonlinear elements. The model computation was performed

using Mercury, a hard and soft real-time simulation program developed by

Kang (2010). Due to high nonlinearity in the elements and large number of

DOFs, the nonlinear solution algorithm was only able to run at 50 Hz. For

the actuator command displacement tracking, a simple PID control is used.

However, to minimize instability due to time lag between the measurement and

the command furthermore, α coefficient is adjusted in the numerical integrator,

to a modified version of α - Operator Splitting Method with constrained iteration

number. Another action taken to improve tracking was increasing the damping

corresponding to rotational DOF of the beam adjacent to the physically tested

column. A peak error of about 27 % has been reported for the comparisons.

Considering the fact that the specimen was tested to the failure and Mercury,

as most of the integrators do, was not able to converge correctly, hence, the

error margin is acceptable. Other issues such as low sampling rate and poor

optimization of numerical substructure may contribute to the error, as indicated

by the authors.

1.1.3 Remaining Challenges

Although results of the comparisons obtained from linear and nonlinear experi-

ments are encouraging, there are several challenges that need to be addressed

here. Only a few of the previous efforts in the literature investigate medium and
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full scale structures. Most of the test structures addressed to previous reported

research are constrained to maximum values of 100 kg in mass and three meters

in height (Wang et al., 2011; Shao and Enyart, 2012; Lin and Christenson, 2011;

Ashasi-Sorkhabi et al., 2013).

The exceptions to the aforementioned physical limitation are the studies

conducted by Lamarche et al. (2010) and Saouma et al. (2014). Both stud-

ies focus on large scale structures made of nonlinear materials such as either

non-rate dependent steel (Lamarche et al., 2010) or rate dependent reinforced

concrete Saouma et al. (2014). Numerical models developed to explain basic

nonlinear steel behavior is well documented and can be simulated effectively to

estimate shake table responses without integration of RTHS. On the other hand,

RTHS can be utilized as a viable option to predict concrete structures having

a hysteresis behavior difficult to model. Nevertheless, modeling of reinforced

concrete materials demands substantial computational power, hence, RTHS is

conducted at sampling rates as low as 50 Hz.

Other studies on nonlinear systems, i.e. MR damper tests conducted by Lin

and Christenson (2011) do not address passive-on or semi-active cases since the

fixtures on the test structure was not able to sustain forces larger than 500 N. In

addition, this particular study, by using reduced order transfer functions, lacks

of more realistic modeling approach such as MCK modeling to reflect physical

properties of the structure.

Although RTHS validation experiments that involve linear specimens have

the potential to work with controllable devices, previous work didn’t unfold

this venue (Wang et al., 2011; Shao and Enyart, 2012). Tests that examine

the nonlinear damping systems did not consider controllable devices (Ashasi-

Sorkhabi et al., 2013).

Therefore, the remaining challenges mentioned here still discourage some
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researchers to practice RTHS methodologies in their own applications.

1.2 Objective and Scope

The need for a verification of RTHS proposed in this report arises from the

following requirements and objectives listed below:

1. Validation of RTHS needs to be conducted on a realistic structure where

physical portion of the structure in the RTHS represents a larger percentage

of the reference structure. This report intends to demonstrate such a case.

2. MR damper introduces nonlinearity into the test, even when acting on a

linear structure. Considering the fact that MR damper is a rate-dependent

device, it is more challenging for validation of RTHS.

3. By changing level of MR damper forces through passive-on and semi-active

control strategies, the effect of physical substructure contribution on RTHS

performance can be evaluated. The proposed configuration in this report

also contains such an approach towards verification of RTHS.

For the validation of RTHS, numerical evaluations of pure numerical simu-

lation, RTHS results, and experimental results are compared with each other.

Fig. 1.2 shows a schematic of the scenarios that have been employed through

this report.

The primary scope of the comparisons are selected as in-plane displacements

and accelerations of each floor, and the force at the MR damper and first floor

interface. RMS and peak errors are presented to demonstrate RTHS can be used

as a reliable and robust option among many testing methodologies.
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Figure 1.2: Schematic of Validation Scenarios

1.3 Overview

This report summarizes development and verification of two RTHS setups con-

figured at HIT and Purdue. RTHS results are compared with global responses

of a three story, large-scale, test structure excited with a shake table at HIT.

Chapter 2 presents an overview and purpose of the test configurations towards

verification of the RTHS. Configurations described in this chapter include: (i)

system identification, (ii) shake table configuration, (iii) RTHS setup at HIT,

and (iv) RTHS setup at Purdue.

In Chapter 3, an improved system identification and model updating process

towards structural control and model response estimation is proposed. First, a

theoretical background on system identification and model updating is presented.

Next, the motivation behind the proposed method along with the derivation

of the methodology is explained. Finally, verification tests are conducted on

the uncontrolled test structure when excited with various earthquakes using the

shake table.

Chapter 4 discusses modeling of MR dampers at Purdue and at HIT through
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characterization. Since shake table and RTHS tests have been performed at

HIT and Purdue on different damper types, for the sake of a fair comparison, a

formulation of Purdue damper in terms of HIT damper is provided in this chapter

as well. In addition, fundamentals of control theory and design approaches for

passive and semi-active control of MR dampers are discussed.

In Chapter 5, pure simulations using an integrated model containing numer-

ical models of the test structure and MR damper are compared to shake table

results. The errors tabulated in this chapter is considered as the baseline for

RTHS comparisons.

Chapter 6 presents experimental verification by comparing shake table re-

sponse of the test structure to RTHS results. In the first phase, shake table

results of the structure are provided. An in-depth analysis of the comparisons

is given and possible source of errors are discussed to justify the results.

Finally, Chapter 7 summarizes the important research findings throughout

this report and draws general conclusions from the study presented here.
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CHAPTER 2

EXPERIMENTAL SETUP FOR

SHAKE TABLE AND RTHS

TESTS

In this chapter, an overview of experimental configurations built at Intelligent

Infrastructure Systems Lab (IISL) at Purdue University and Structural Engi-

neering Laboratory at HIT towards realizing the aims of this report is given.

Section 2.1 focuses on the three story test structure and structural modifications

performed on the structure. In Sections 2.2 and 2.3, configurations for system

identification and shake table tests are described including instrumentation setup.

Introductory information on the dampers used for shake table and RTHS tests

is also explained in this section. In Section 2.4, the loading frame designed at

HIT for actuator tracking evaluation, and in Section 2.5, RTHS setup developed

at IISL are discussed in details. Finally, a summary of the chapter is given in

Section 2.6
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2.1 HIT Test Structure

The original test structure is a three-dimensional, three story frame located at

Harbin Institute of Technology (HIT), China, shown in Fig. 2.1a. The structure

has a base plan with dimensions 1.84 m by 2.04 m. Each story is 1.2 m tall

and the total height is 3.6 m (See Fig. 2.1b). The columns, beams and girders

are made of structural steel with an elastic modulus estimated to be 220 GPa.

Each joint, where column and beam members are connected to each other, is

welded and does not allow free rotation. The structure is braced in one direction

with v-type braces such that the system is weak in the y-axis and strong along

the x-axis (See Fig. 2.1c). At each story, a concrete slab weight approximately

250 kg is attached as a seismic mass. The total mass of the structure including

the self-weight of the members is calculated to be 1066 kg. Section properties of

the members used in the design of the PS is summarized in Table 2.1.

Table 2.1: Section Properties of the Prototype Structure

Beam and Girder Column Brace

A IX−X IY−Y J ρ A IX−X IY−Y J ρ A IX−X IY−Y J ρ
cm2 cm4 cm4 cm4 Kg/m cm2 cm4 cm4 cm4 Kg/m cm2 cm4 cm4 cm4 Kg/m
12.74 198.3 25.6 223.9 10.0 4.44 10.2 10.2 20.4 3.487 2.31 3.59 3.59 7.2 1.814

For passive-off, passive-on and semi-active vibration control tests, an MR

damper is attached to the structure at first floor. To connect the MR damper

to the first floor, a slight modification is performed at the first floor by adding

a horizontal v-brace in the plan of the floor. Thus, the beam, where the MR
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(a) Experimental structure (b) Stick figure representation

(c) CAD drawings of floor plan details

Figure 2.1: Original experimental structure

damper is attached, will have additional stiffness against deflection caused by

damper force. A stick figure of the modified structure is shown in Fig. 2.2a. Top

and side views of the MR damper attachment joint are presented in Figs. 2.2b

and 2.2c. In addition, a detail where v-brace is welded to the beam-column

joint is given in Fig. 2.2d. The cross-sectional properties of the v-braces are

same as the girders/beams shown in Table 2.1. The additional first floor mass

contribution to the v-braces is about 45 kg which makes the total mass of the

structure about 1110 kg.
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(a) Modified stick figure representation (b) Top view of MR damper attachment joint

(c) Side view of MR damper attachment joint (d) Corner detail

(e) CAD drawings of floor plan details

Figure 2.2: Additional details for modified test structure
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2.2 System Identification Test Equipment

Development of high fidelity mathematical models of the test structure is un-

dertaken by choosing appropriate testing equipment. This section describes test

instrumentation including DAQ system used for system identification.

DAQ System

To acquire system identification data of the test structure, NI USB-6259, a

multi-functional data acquisition system box made by National Instruments is

employed (see Fig. 2.3). The DAQ system has the capability to sample data

upto 1.25 MHz rate from 16 differential analog input channels at 16 bit analog-

to-digital conversion resolution. The data acquired online from DAQ system is

transmitted over USB 2.0 to a Dell Inspiron 1720 notebook to be processed by

DeweSoft Dynamic Signal Analyzer v6.6 developed by DeweSoft (see Fig. 2.4)

The raw data is later exported *.mat to be processed in MATLAB (2011).

Figure 2.3: NI USB-6259
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Figure 2.4: DeweSoft Start-up screen

Instrumentation

Charge-type acceloremeters produced by Bröel & Kjær model #4368 with a flat

frequency response between 0.2 Hz and 4800 Hz are used to measure acceleration

response of the structure (see Fig. 2.5). The one-hand operatable modally tuned

impact hammer used in the tests is made by Jiangsu Lianneng Electronic Tech-

nology Limited Corporation with a model #LC-01A from Sinocera Piezotronics

branch (see Fig. 2.6). The hammer is equipped with a charge type load cell with

model #CL-YD-303 and a rubber tip on the load cell. All together, hammer

is rated to generate maximum thrust of 2 kN. The acceleration sensors and

impact hammer are powered with signal conditioners capable of producing veloc-

ity and displacement by integration, belonging to Sinocera Piezotronics branch

with model #YE5858A, which is based on Bröel & Kjær’s model #2635 charge

amplifier (see Fig. 2.7). The amplifier has selectable dial gains, high-pass filter

ranging from 0.3 Hz to 10 Hz for acceleration measurements and a low pass filter

from 300 Hz to 100 000 Hz (wide-band). All filters attenuate maximum 3 dB at

the cutoff frequency during normal operation conditions. The decay rate for low
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and high pass filters are 12 dB and 6 dB per octave, respectively.

Figure 2.5: Bröel & Kjær model #4368 with its Base Magnet

Figure 2.6: Jiangsu Lianneng made Impact Hammer

2.3 Shake Table Test Configuration

This section introduces the test structure used in the validation of RTHS along

with the shake table and other test equipment including DAQs and instrumen-

tation. Shake table test results are provided in Chapter 5.
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Figure 2.7: Sinocera Signal Conditioners

2.3.1 Shake Table

The testing facility located in HIT is a unidirectional shake table and is 3 meters

wide and 4 meters long in shaking direction. A photograph of the shake table is

given in Fig. 2.8. The actuator attached to the shake table is manufactured by

Schenck, shown in Fig. 2.9. The two column servo-hydraulic actuator with model

#PM250R is rated up to 250 kN static loading or 200 kN dynamic loading and

can drive the bare shake table (no payload) with a peak acceleration of ±1.33 g,

peak velocity of ±600 mm/sec at a stroke restricted tp ±125 mm. The maximum

payload and maximum overturning moment of the shake table is limited to 12 t

and 30 t ·m, respectively. The hydraulic oil to the actuator is supplied by the

hydraulic power unit produced by Schenck. The frequency of the excitation

input is bounded between 0 Hz and 30 Hz. An #493.10 MTS FlexTest GT #100

Controller, shown in Fig. 2.10 is used to provide the control input to the shake

table. The controller is capable of controlling of 8 servo-valves at the same time

while sampling at a maximum rate of 6000 Hz using 16 bit resolution.
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MTS #793.00 TestSuite Multipurpose software is used to drive the controller.

A screenshot of the software is given in Fig. 2.11.

Figure 2.8: Shake table located at HIT

Figure 2.9: 250 kN capacity Schenck Actuator
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Figure 2.10: MTS FlexTest GT Controller

Figure 2.11: TestSuite Multipurpose Software Layout

2.3.2 Test Equipment

Equipment to measure shake table responses of the structure is categorized in

two following subsections.
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DAQ System

For data acquisition, Dong-Hua Universal Dynamic Signal Test System #DH5922

made by Jiangsu Donghua Testing Technology, that is capable of sampling 16

channels simultaneously up to 200 kHz at 24 bit conversion is used (see Fig. 2.12).

The system is controlled with DHDAS dynamic signal test and analysis software

v4.3.55 over IEEE 1394 interface also known as Firewire, and driven by Dell

Inspiron 1720.

Figure 2.12: Dong-Hua Universal Dynamic Signal Test System

To acquire structural responses and to control equipments such as MR

damper or current driver, DS1104 along with the terminal board CP1104

from dSPACE GmbH is selected as real-time control development platform

(see Fig. 2.13). DS1104 is essentially a PCI board and can sample data at up to

250 MHz using 4 ADC input multiplex setting with 16 bit resolution and 4 ADC

input sampling in parallel setting with 12 bit resolution. The system can also

produce analog output using 8 DAC units with 16 bit resolution. ControlDesk

Developer Version Release 6.3 software running on Dell Dimension 5150 desk-

top computer, which is also hosting DS1104, is used as the user interface to

program and control real-time simulation that is compiled and downloaded via

Simulink/Real-Time Workshop (see Fig. 2.14). Bröel & Kjær accelerometers
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are paired with charge amplifier, Ke Dong KD #5018 made by Yangzhou Dy-

namic Electronics. KD #5018 has a configurable gain varying from 1 and 1000,

high-pass filter ranging from 0.1 Hz to 10 Hz and a low pass filter from 300 Hz

to 100 000 Hz (wide-band).

Figure 2.13: dSpace DS1104 System Terminal Board

Figure 2.14: dSpace ControlDesk Software Layout
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Figure 2.15: Ke Dong KD 5018 Signal Conditioner

Instrumentation

Charge-type acceloremeters from Bröel & Kjær explained in Section 2.2 are

used to measure structural acceleration responses and ground acceleration of

the shake table. For displacement measurements, LVDT and Laser sensors are

used. The laser sensors made by Keyence with model LK-400 and LK-405

have ±100 mm measurement range with extremely low linearity, ±0.05% over

full scale (see Fig. 2.16a). The laser sensors are powered up by a LK-G3001V

Controller (see Fig. 2.16b) that allows sampling rates reaching up to 50 000 Hz.

In addition, Beijing Haiquan Sensor Technology made DC-type LVDTs with

model #DA-50 (reengaging spring type) and #DA-150 (non-spring type) having

respective strokes of ±50 mm and ±150 mm are used (see Fig. 2.17).

MR Damper

For passive-on/off and semi-active control tests, MR damper with model #RD-

1005-3 made by LORD is used. The damper is capable of producing forces up

to 2500 N when powered with an input current of 1 A. To power the damper,

a voltage controllable current driver that can provide current up to 0 A to 3 A

is used (see Fig. 2.18). The current driver is controlled via dSpace DS1104. To

measure force generated by MR damper, force transducer #661.19F-03 produced

by MTS with a load capacity of ±15 kN is used (see Fig. 2.19). The force
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(a) LK-400 (b) LK-G3001

Figure 2.16: Keyence Laser Displacement Sensor and Controller

Figure 2.17: #DA-50 LVDT

transducer is powered by MTS Flex GT Controller. To attach the MR damper

to the first floor of the structure, a fixture rigid enough not to deflect more

than ±0.1 mm under maximum MR damper load is designed (see Fig. 2.20). For

additional stiffness, tension-compression bars are welded to the rigid fixture.

2.3.3 Ground Excitation

Generally, any actuator has physical limitations in terms of realizing the desired

input. The limitations can often manifest as time delay or amplitude loss. For

this reason, a delay and amplitude compensation scheme needs to be imple-

mented if the reproduction of the excitation input is a must. The actuator of

the shake table at HIT is controlled on the software-hardware level with inter-
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Figure 2.18: MR Damper Amplifier

Figure 2.19: MTS Load Cell

nal PID control. Since displacement is used as the feedback to the PID loop,

acceleration records are double integrated with trapezoidal integration rule in

MATLAB. Excitation input is selected as (i) historical El Centro earthquake

recorded at El Centro Terminal Substation Building’s concrete floor during Im-

perial Valley, CA earthquake on May 18, 1940, (ii) acceleration-dominant Kobe

earthquake recorded at station Takarazuka, Japan on January 16, 1995 and

(iii) velocity-dominant Morgan Hill, CA earthquake recorded at station Gilroy

Array #6 on April 24, 1984. Since the existence of the MR damper fixture is
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(a) Top View (b) Full Setup including MR
Damper and Load Cell

Figure 2.20: MR Damper Fixture

limiting maximum allowable stroke of the shake table to nearly ±75 mm, El

Centro and Kobe earthquakes are scaled to 50 % and 35 % of their recorded peak

peak ground displacement, respectively. No time scaling is applied to any of

the ground excitations. Tracking performance of the shake table with payload

while simulating earthquakes is given in Fig. 2.21 for El Centro, in Fig. 2.22 for

Kobe and in Fig. 2.23 for Morgan Hill earthquakes. The relative error calcu-

lated as RMSError/RMSReference, where RMSReference is historical data, is

found [86.8, 1.16] % for El Centro Earthquake acceleration and displacement,

[80.5, 7.90] % for Kobe Earthquake acceleration and displacement and [81.0,

5.23] % for Morgan Hill Earthquake acceleration and displacement, respectively.

Although reported errors on accelerations are relatively high, the shake table

showed good performance in tracking of the intended displacement.

2.4 Loading Frame at HIT

This section introduces the test equipment including DAQs required to conduct

tracking performance tests of actuator compensation algorithms at HIT. Results
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Figure 2.21: El Centro Earthquake Comparison

are provided in Section 6.1.3.

2.4.1 Test Equipment

Tracking tests conducted at HIT are performed with MR damper #RD-1005-3 at-

tached to an uniaxial servohydraulic load frame with a model #311.41 from MTS

and a capacity of ±2500 kN (see Fig. 2.24). The hydraulic system has a satura-

tion velocity limit of ±90 mm/sec when six pump units are running on Model

#505.180 MTS SilentFlo Hydraulic Power Unit providing up to 160 gal/min

hydraulic oil flow with a pressure of 3000 psi. The force transducer and MR

damper is attached to the actuator with hydraulically controlled wedge grips

#641.39 that requires #685 hydraulic grip supply unit, both made by MTS.

For inner-loop and outer-loop control, Flex GT Controller and DS1104 are used,
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Figure 2.22: Kobe Earthquake Comparison

respectively.

2.5 Real-time Hybrid Simulation Setup at Pur-

due

This section introduces the test equipment including DAQs required to conduct

RTHS at IISL. The results of RTHS conducted on this frame are provided in

Chapter 6.

2.5.1 Test Equipment

RTHS tests conducted at IISL are performed with MR damper #RD-8041-1

made by LORD. Current in the MR damper is controlled by LORD Wonder Box
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Figure 2.23: Morgan Hill Earthquake Comparison

Device Controller Kit with model #RD-3002-03 via external command. The

force of MR damper is measured by Omega made model #LC101-2K S-type

force transducer with a capacity of ±9000 N (±2000 lb). An Omega made model

#DMD-465WB wide bandwidth signal conditioner module with a frequency

response up to 2 kHz is used to power up the force transducer. Both damper

and load cell are attached to a loading frame also containing Shore Western

made actuator model #910D rated with (±5000 N) force capacity (Fig. 2.25). A

MOOG made #G761-3004B controllable servo-valve that provides a flow rate of

10 gal/min at 1000 psi valve pressure drop is used to operate actuator. The oil

supply is provided by a model #505.120 MTS SilentFlo Hydraulic Power Unit

providing up to 120 gal/min hydraulic oil flow with a pressure of 3000 psi, when

four motor pumps are running.
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Figure 2.24: MTS Loading Frame with MR damper and Load Cell attached at
HIT

For the inner-loop control of the actuator, a Shore Western SC6000 analog

servo-hydraulic control system is used (see Fig. 2.26). The actuator is oper-

ated through Shore Western MDOF Control System software running on a PC,

embedded in SC6000.

For the outer-loop control, a performance real-time target machine made by

Speedgoat is used (see Fig. 2.27). RT system has a software-level RT-kernel that

is configurable using xPC/Simulink/MATLAB. High-resolution, high accuracy

A/D board model #IO112 supporting up to 32 differential simultaneous A/D
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Figure 2.25: Shore Western Actuator, MR Damper and Load Cell attached to
Loading Frame

Figure 2.26: Shore Western SC6000 Controller

channels with 18-bit resolution and D/A board model #IO113 supporting up to

8 differential D/A channels with 18-bit resolution are integrated into this digital

control system.

2.6 Summary

In this chapter, the experimental setup for system identification and shake table

tests including sensors, DAQ and actuator systems are described. Furthermore,
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Figure 2.27: Speedgoat Performance Real-time Target Machine

earthquake excitations to be used for the validation of RTHS and also shake table

performance for the given ground motions are briefly discussed. In addition,

loading frame located at HIT and RTHS setup located at IISL are explained in

detail.
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CHAPTER 3

MODELING, SYSTEM

IDENTIFICATION AND MODEL

UPDATING OF THE TEST

STRUCTURE

A proper mathematical description of the test structure is crucial for the com-

parisons to be performed using RTHS. Development of the system model must

take the dynamic characteristics of the structure into account. Nevertheless,

success of control design strategies benefits from an appropriate model.

In essence, system identification is the process of establishing a model that

reproduces the input/output behavior of the target structure. By selecting a

system identification procedure suitable for the experimental objectives, one

can develop reliable predictions and explain system behavior (Catbas et al.,

2013). As explained by Aktan and Moon (2005), to fully achieve potential

36



outcomes of system identification, six steps should be followed. Those are: (i)

conceptualization of the structure based on the needs; (ii) a-priori modeling;

(iii) experimentation and collection of data; (iv) feature extraction; (v) model

calibration and (vi) model evaluation.

In this chapter, an overview of system modeling, identification and model

updating to develop an appropriate mathematical description of the test struc-

ture is given. Section 3.1 presents a baseline model of the test structure along

with the mathematical formulations in state-space representations for the nu-

merical and RTHS evaluations. Next, Section 3.2 introduces a commonly used

system identification methodology, Eigensystem Realization Algorithm (ERA)

along with its theory and modification of the method for real world application.

In Section 3.3, a new model updating process aggregating identified system

characteristic with physical mass-damping-stiffness properties is presented with

verification tests. In Section 3.4, the limitations of the proposed method are

discussed. Evaluation criteria used for performance assessment of the developed

model is given in Section 3.5. Section 3.6 presents the initial model based on the

baseline modeling assumptions, identified results of the system, transfer function

comparisons between different models and lastly comparison of simulated results

of the model to experimental shake table tests of the uncontrolled structure.

Finally, a summary of the chapter is given in Section 3.7

3.1 Baseline Model

For the development of the model, the structure is assumed to be a linear

system and remains linear throughout the entire test plan. Thus, based on

the description presented in Section 2.1, a simple mass-damper-spring system
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equivalent to a shear model of the structure is developed as follows:

Mẍ+ Cẋ+Kx = −Mẍg + F (3.1)

where M , C and K are the mass, damping and stiffness matrices respectively.

The right-hand-side of the equation represents earthquake excitation, ẍg and

force input, F to the structure.

The system is established to have three degrees of freedom (DOF), where

each node represents a floor of the test structure. Seismic concrete masses and

structural weight are lumped at floor level for each degree of freedom, as shown

in Fig. 3.1. m1 and m3 represent first floor and top floor, respectively. This

system model has the following structural properties:

c1 c2 c3

m1 m2 m3

k2
k1 k3

xg x1 x2 x3

F

Figure 3.1: Lumped mass model idealization of the test structure
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[M ] =


m1 0 0

0 m2 0

0 0 m3

 (3.2a)

[C] =


c1 + c2 −c2 0

−c2 c2 + c3 −c3

0 −c3 c3

 (3.2b)

[K] =


k1 + k2 −k2 0

−k2 k2 + k3 −k3

0 −k3 k3

 (3.2c)

[F ] =


f

0

0

 (3.2d)

The model described herein is designed to reproduce only horizontal responses

in the weak axis when a disturbance is applied as means of ground motion or

external force in the weak axis. Torsional and out-of-plane responses are omitted

in the modeling assumptions.

Given M and K, as an alternative to the proportional damping matrix, a

non-proportional type can be formed based on a specific set of damping ratios:

[C] = [M ]Φ(2ξ[2πf ])ΦT (3.3)

where Φ is mode shape of the system, f and ξ represent diagonal matrix of

natural frequencies in Hertz and damping ratios, respectively.
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(iii) State-space Formulation

For continuous linear time invariant (LTI) systems, the standard state-space

representation derived either from physical properties or experimental data of

the baseline model is introduced below:

ẋ = Ax+Bf + Eẍg (3.4)

y = Cx+Df + Fẍg (3.5)

where, x is the internal state vector, y is system response vector, f is the input

force and ẍg is the ground acceleration. The state matrix, A and input-to-state

matrix, B and E of the system in Eq. (3.4) can be written as:

[A] =

 0 I

−M−1K −M−1C

 , [B] =

 0

M−1P

 , [E] =

 0

−I

 (3.6)

where P and G are influence matrices of applied external force and ground

motion excitation. [C], [D] and [F ] matrices depend on the chosen output vectors.

For a system that produces displacement and velocity responses relative to the

ground and absolute acceleration responses, the state-to-output and feedthrough

matrices are given as:

[C] =


1 0

0 1

−M−1K −M−1C

 , [D] =


0

0

M−1P

 , [F ] =


0

0

0

 (3.7)
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Given the above state-space representations, P is formulated as:

[P ] =


1

0

0

 (3.8)

3.2 System Identification

To construct the state-space matrices given in Eqs. (3.4) and (3.5), M , C and K

matrices can either be approximated from the lumped 3-DOF model presented

in Section 3.1 or can be estimated from experimental data. Considering the fact

that deficiencies and discrepancies between the estimations and experimental

data are often evident, implementing a system identification method tool that

reveals dynamic properties of the structure is needed.

For this study, a commonly used time-domain approach, ERA is selected.

Juang and Pappa (1985a) proposed ERA to extract modal parameter and create

a minimal realization model that replicates the output response of a linear

dynamical system when it is subjected to a unit impulse. The success of this

algorithm has been verified in multiple studies (Caicedo et al., 2004; Giraldo

et al., 2004; Caicedo, 2011). The workflow for ERA can be summarized in five

steps. Those are (i) Hankel matrix assembly, (ii) singular value decomposition,

(iii) state-space realization, (iv) eigenvalue extraction and (v) model assurance.

3.2.1 Procedure

A discrete-time representation of Eq. (3.4) with n-dimensional state vector, x; m-

dimensional control input, u and p-dimensional output vector, y can be written
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as:

x(k + 1) = Ax(k) +Bu(k) (3.9a)

y(k) = Cx(k) (3.9b)

where A is n× n matrix, B is n×m matrix and C is p× n matrix. The matrix

impulse response, known as Markov parameter sequence, can be derived from

Eqs. (3.9a) and (3.9b):

Y (k) = CAk−1B (3.10)

where Y (k) is p×m matrix. Yij(k) is ith output to jth input at time step k.

(i) Hankel matrix assembly

As the first step of the ERA algorithm, Hankel matrix for a time step k is

formed:

H(k − 1) =



Y (k) Y (k + 1) · · · Y (k + s)

Y (k + 1) Y (k + 2) · · · Y (k + s+ 1)
...

... . . . ...

Y (k + r) Y (k + r + 1) · · · Y (k + r + s)


(3.11)

For a typical application, as a rule of thumb, r, row of H(k − 1) matrix

should be at least 10 times the modes to be identified and s, column of H(k− 1)

should be 2-3 times of r.

(ii) Singular value decomposition

A singular value decomposition is performed using H(0):

H(0) = PDQT (3.12)
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where P is rp× n, Q is ms× n and D is n× n diagonal matrix.

(iii) State-space realization

By integrating P , D, Q andH(k), a minimum realization of the identified system

in Eqs. (3.9a) and (3.9b) can be derived in state-space form:

A = D−1/2PTH(1)QD−1/2 (3.13a)

B = D1/2QTEm (3.13b)

C = ETp PD
1/2 (3.13c)

where ETp = [Ip 0] and ETm = [Im 0].

(iv) Eigenvalue extraction

Natural frequencies, damping ratios and mode shapes can be obtained by ap-

plying eigen-decomposition on the state matrix, A, as given in Eq. (3.13a). A

typical way to obtain the identified parameters is prescribed below:

[v, λ] = eig(A) (3.14a)

s = ln(λ)fs (3.14b)

fdE = =(s)
2π (3.14c)

ζE = <(s)
|s| (3.14d)

ΦE = ETPPD
1/2v (3.14e)

where v and λ are eigenvectors and eigenvalues of the system in z-plane since

state A is in discrete-time form, fs is the sampling rate of the system in Hz, s is

the Laplace root of the system converted from the z-plane, fdE , ζE and ΦE are

experimental damped frequency in Hz, damping ratio and complex mode shape,
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respectively. The experimental natural frequency of the system can be obtained

as following:

fnE = fdE√
1− ζE

(3.15)

where fdE and fnE are experimentally obtained damped and natural frequencies,

respectively.

Most of these operations are automated through damp function in MATLAB

(2011).

Although for typical ERA applications mode shapes will be complex-valued,

as it will be shown later in Section 3.3, model updating process requires a real

mode shape. It is expected that a transformation from real to complex mode

shape should maintain the original information of the identified complex mode

shape to conserve dynamic characteristic of the test structure as much as possible

(Panichacarn, 2006). Thus, a rotation transformation is applied to reduce the

error between real and complex mode shapes:

φiEr = φiE/φ1iE (3.16a)

φiEreal = sgn (<(φiEr))� ‖φiEr‖ (3.16b)

where φiE is the ith column of ΦE , φ1iE is the first element of φiE , φiEr is

rotated φiE , ‖φiEr‖ is absolute value of φiEr, sgn(x) is the signum operator for

x, � is the element-by-element vector multiplication operator, and finally φiEreal

is real mode shape of the ith column of ΦE . Right hand side of Eq. (3.16a) is

basically a rotation transformation where φiE is normalized with respect to its

first element. The procedure minimizes the imaginary part of the complex mode

shape such that Eq. (3.16b) is able to produce real values with a minimal error.

To understand the effect of Eq. (3.16a) better, an example is presented. For

a 3-DOF model as described in Eqs. (3.2a) to (3.2c), where system parameters
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are [m1,m2,m3] = [1, 1, 1] kg, [c1, c2, c3] = [10, 10, 10] N sec/m and [k1, k2, k3] =

[1000, 1000, 1000] N/m, initial and rotated values of the first mode shape are

shown in Fig. 3.2. The reduction in the imaginary part should be noted.

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Real part

Im
ag

pa
rt

(a) Before rotation - normalized

−1 −0.5 0 0.5 1
−1

−0.5

0

0.5

1

Real part
Im

ag
pa

rt
(b) After rotation - normalized

Figure 3.2: Effect of Eq. (3.16a) on the complex mode shapes

(iv) Model Assurance

Quality of the identified modal parameters is estimated through model assurance

indicators. A model assurance criteria introduced by Juang and Pappa (1985b),

known as the Model Amplitude Coherence (MAC) indicator does not always

deliver the most reliable values. The flaws of MAC are resolved with Extended

Modal Amplitude (EMAC). EMAC is explained in detail by (Pappa, 1994).

3.2.2 Application

Theory behind the ERA for system identification has been explained in the pre-

vious section. In this section, (i) collection, (ii) preparation, (iii) pre-processing,

and regeneration of the data is explained.
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(i) Collection

ERA is effective for identifying structural characteristics, and is intended to be

applied to impulse response functions. An impulse response function can be

retrieved either from any type of transfer function by applying inverse Fourier

transformation or directly from structural responses to an impulse. For this

study, impact hammer testing is selected as the most appropriate testing method-

ology.

In concept, a hammer impact, which is equipped with a load cell at its

tip, can produce a broadband signal at contact time and excite each mode of

the structure with equal energy. For proper testing, the structure should be

instrumented at several points based on the available sensors, data channels

on data acquisition system and testing plan (Trethewey and Cafeo, 1992). In

typical applications, system responses are captured with accelerometers placed

at critical points.

Theoretically, a single hit would suffice for ERA to capture system dynamics.

However, with colored or colorless noise present, and small-scale local and global

nonlinearities in the structure, some performance degradation during parametric

estimations such as erroneous minimum realization or fictitious natural frequen-

cies is expected. Performing a large number of impacts will manage the issues

stated above to some extent, as it will provide more averaging for frequency

domain pre-process and thus will result in higher quality data.

Lastly, between each hammer hit, system should be left in free-vibration until

impact energy dies in the system substantially through structural damping.

(ii) Preparation

Data gathering of an impact test should take the least effort and time, especially

if the system will be excited at multiple locations. Since setting DAQ system
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for each hit is time consuming, all of the impact data and system response

generated for a single contact point should be collected at one single run. After

data collection, each hit and associated outputs can be manually parsed. To

automize parsing with a minimal user-software interaction, a MATLAB script

has been developed. Features such as automatic parsing and windowing has

been added to align with project goals.

Essentially, script described herein manipulates and parses the impact and

response data in *.mat file format based on user selections. These selections

include: (i) minimum peak threshold for the impact force to be identified,

(ii) order number of successful impacts, (iii) impact length, (iv) exponential

decay window parameters for system response; and (v) pre- and post-impact

rectangular time window parameters for the impact force data. The procedure

is summarized in the flow diagram given in Fig. 3.3.

As the first step, the script identifies the peaks in the impact data according

to the threshold. After user manually rejects unsuccessful hits, the remaining

response data is parsed based on the window length parameter.

The second step is windowing. During impact testing, the tester should

wait for some amount of time between each hammer hit until system damps

out completely. For lightly damped systems, waiting time can take more than

a minute. In cases where structure needs to be excited, for instance, thirty

times, test may take over thirty minutes. Thus, tester may choose to shorten

the impact period and hit the system before it dies out. However, when a

discontinued measurement is converted to frequency domain through discrete

Fourier transformation (DFT), the rectangular window applied by default is

going to create spectral leakage. Although spectral leakage cannot be completely

prevented, the effect of it in the measurement can be minimized by the use

of exponential decay window or so-called damping window for freely vibrating
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Inverse Fourier 
Transformation

ERA

Cut-off

Figure 3.3: Impact Data Parser Script Workflow
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systems. An exponential decay window can be represented as given by Trethewey

and Cafeo (1992):

wexp(t) =


e

−t
τw 0 ≤ t ≤ T

0 T < t

(3.17)

where τw is time constant and T is length of window. τw is chosen based on

desired decay ratio:

τw = − T

ln(rdecay) (3.18)

where rdecay is decay ratio in percentage. A windowed response, yiw should be

formulated as:

yiw = wexpyi (3.19)

To reject the noise in the impact force, a boxcar window is applied. A boxcar

function can be described as:

wbox(t) =


1 Tprehit < t < Tposthit

0 otherwise

(3.20)

where Tprehit is the point of time before the impact, Tposthit is the point of

time after the impact that contains ringing of the sensor. Often, to minimize

the spectral leakage, tapered half-sin is concatenated with box car function. A

half-sin function is given below:

wsin−pre(t) = sin(ksin ∗ t) (3.21a)

wcos−post(t) = cos(kcos ∗ t) (3.21b)

49



where k is a shape modifier. Finally, the tapered boxcar window becomes:

wtaper(t) =



0 t ≤ Tstart

sin(ksin ∗ t− Tstart) Tstart < t ≤ Tprehit

1 Tprehit < t < Tposthit

cos(kcos ∗ t− Tposthit) t ≤ Tposthit + Tend

0 t > Tposthit + Tend

(3.22)

where Tstart and Tend are the start and end of the taper window, respectively.

ksin and kcos should be selected in such a way that sin(ksin ∗ t) and cos(kcos ∗

t− Tposthit) should yield 1 at Tprehit and at Tcos, respectively. Tapered boxcar

window based on Eq. (3.22) is shown in Fig. 3.4.
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Figure 3.4: Tapered boxcar window
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In conclusion, a windowed response, yiw should be formulated as:

yiw = wtaperyi (3.23)

After the windowing is performed, parsed data is ready to be pre-processed

in frequency domain.

Although exponential and force window functions can reduce the leakage

phenomenon, it introduces bias error on the estimated frequency response func-

tions, hence, natural frequencies and damping ratios to be identified. Therefore,

it is always a good practice to compare model estimations with experimental

data after system identification and model updating. The effect of windowing

has been discussed in depth by Halvorsen and Brown (1977) and McConnell and

Varoto (1995).

(iii) Pre-processing

As stated before, frequency domain pre-processing of data can minimize effect

of nonlinearities and noise when multiple transfer functions are averaged. Here,

production and averaging of transfer functions, and reconstruction of the im-

pulse response function (IRF) by Inverse Fourier Transformation are explained

before the resulting IRF is used for ERA. Procedures involving pre-processing

is summarized in Fig. 3.4.

A system can be idealized as in Fig. 3.5, where h(t) is IRF, x(t) and y(t)

are system inputs and outputs, respectively (Craig and Kurdila, 2006; Chopra,

1995). The impulse function can be defined as:

h(t) = y(t)
x(t) (3.24)

A linear relationship of the system output to its input can be described in the
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h(t)
x(t) y(t)

Figure 3.5: An Idealization of a Linear System in Time Domain

complex Laplace domain. Frequency response function, also known as, transfer

function, H(s) is defined as such:

H(s) = Y (s)
X(s) (3.25)

where Y (s) and X(s) are the input and output in Laplace domain. Eq. (3.25)

can be rewritten in frequency domain:

H(f) = Y (f)
X(f) (3.26)

or

H(f) = Sy(f)
Sx(f) (3.27)

where Sx and Sy are Fourier spectrum of x(t) and y(t). Sy and Sx can be easily

obtained by applying Fast Fourier Transformation to input and outputs of the

system. Although Eq. (3.27) is sufficient to generate a unit impulse frequency

response function, for impact hammer test, system response to hammer input

is more prone to noise compared to the input. To reduce the effect of noise,

the frequency response function is redefined by multiplying right hand side

nominator and denominator of H(f) with complex conjugate of Sy:

H(f) = Sy(f)
Sx(f)

=
Sy(f) · STy (f)
Sx(f) · STy (f)

= Gyy(f)
Gxy(f)

(3.28)
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where STy is complex conjugate of Sy, Gyy is the cross-spectral density of x(y)

and y(x) and Gxy are auto-spectral density of x(y). For each impact, a new

transfer function can be constructed using the method explained above. Yet,

transfer functions are affected by the noise and nonlinearities. Assuming the

test structure is linear and noise is Gaussian, as many as observations necessary

in transfer function form need to be arithmetically averaged as shown:

Havg(f) = 1
n

n∑
i=1

(
Hi(f)

)
= 1
n

(
H1(f) +H2(f) + . . .+Hn(f)

) (3.29)

where Hi is the transfer function from ith impact test and Havg is the averaged

transfer function. At this point, optionally, to increase performance of ERA

in obtaining minimum realization, higher frequencies of the transfer function

can be rejected by simply narrowing down the bandwidth. Consequently, the

resulting transfer function will have less information, however with no more high

frequency content noise and uninterested modes. Finally, a noiseless IRF based

on Havg can be regenerated by Inverse Fast Fourier Transformation (IFFT).

3.3 Model Updating

As explained before, using ERA, a state-space model of the structure can be

generated based on measured quantities. This state-space representation also

contains dynamic characteristic of the identified structure, i.e. natural frequen-

cies, damping ratios and mode shapes. On the other hand, the ERA-obtained

states do not contain any physical information of the structure that is not

measured. Consequently, a feedback control algorithm relaying on unmeasured

structural responses cannot be developed since those remain unobservable. To

overcome this disadvantage of the ERA, Giraldo et al. (2004) proposed a model
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updating method where experimental results are combined with an analytical

model. According to this approach, the stiffness and damping matrices are

modified using identified natural frequencies and damping ratios as given below:

[KE ] = MAΦA[2πfE ]ΦTA (3.30a)

[CE ] = MAΦA(2ξE [2πfE ])ΦTA (3.30b)

whereMA, KE and CE are analytical mass matrix, experimentally-modified stiff-

ness and damping matrices, respectively. fE and ξE represents diagonal matrix

of ERA identified natural frequencies in Hertz and damping ratios, respectively.

Analytical modal matrix, ΦA is taken as MA-mass normalized eigenvectors of

M−1
A KA where KA is the analytical stiffness matrix. Although this method

produces accurate model for control design purposes, resulting model may not

always accurately capture the zeros of the experimental transfer functions. A

clear reason for the poor zero tracking is because the model updating method

uses eigenvectors of the analytical model. If the real eigenvectors of the struc-

ture deviate from eigenvectors, ΦA of the analytical model, the modeling error

may lead to low quality models, thus, semi-active controllers with lowered per-

formance or even unstable active controllers. To overcome this problem, a

new model-updating methodology promising better zeros-tracking is necessary.

The proposed method herein uses mode shapes identified by ERA process. A

straightforward application of modal updating based on the use of identified

mode shapes can be written as below:

[KE ] = MAΦE [2πfE ]ΦTE (3.31a)

[CE ] = MAΦE(2ξE [2πfE ])ΦTE (3.31b)
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where ΦE is ERA identified eigenvector matrix of the structure.

However, in most cases, since eigenvector, ΦE will not be MA-orthogonal

(i.e. ΦTEiMAΦEi = 1 where ΦEi is the ith column of ΦE), the resulting matrices

will not be symmetric. Although KE and CE trace zeros very successfully, their

asymmetry does not reconcile with the Maxwell’s Reciprocal Theorem. In order

to symmetrize KE and CE , MA needs to be modified in such a way that, ΦE

will be ME-orthogonal, where ME is the updated mass matrix of the system.

At the same time, for the sake of the problem, ME needs to be as similar as

possible to MA, so that ME will still comply with initial modeling assumptions.

Then, the objective function is minimizing the quadratic error between MA and

ME as given below:

min[vec(ME −MA)TWvec(ME −MA)] (3.32)

subject to

ME = ZTEDEZE (3.33)

ZE = Φ−1
E (3.34)

where vec is the vectorization operation, ZE is the inverse of ΦE as given in

Eq. (3.34),W is the weighting matrix and DE is a diagonal matrix to be found as

a solution to the minimization problem given in Eq. (3.32). Weighting vector W

can be adjusted to give more weight to the elements that need to be minimized.

Note that, Eqs. (3.33) and (3.34) also lead us to the flowing formula:

ΦTEMEΦE = DE (3.35)

After finding DE , the mass matrix, ME can be produced from Eq. (3.33).

Finally, by rewriting Eqs. (3.31a) and (3.31b), updated stiffness and damping
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matrices, KE and CE can be obtained as follows:

[KE ] = MEΦE [2πfE ]ΦTE (3.36a)

[CE ] = MEΦE(2ξE [2πfE ])ΦTE (3.36b)

It should be noted that Eq. (3.36) allows fine-tuning of mode shapes as well

as natural frequencies and damping ratios, in case those parameters are not

accurately identified using ERA.

The model updating methodology explained above is implemented and au-

tomated in MATLAB. To solve the minimization problem, fminunc, uncon-

strained nonlinear optimization function already implemented in MATLAB is

used.

3.4 Limitations of the Proposed Method

Although this method supersedes the previous model updating method in various

ways, it has some incompetencies either inherited from its predecessor or due to

implications regarding implementation.

It has been observed that the model updating methodology may introduce

small off-diagonal terms in the lumped mass matrix up to 1% of the diagonal

terms. Since the updated mass matrix is not diagonal anymore, the inverse of

mass matrix is not going to be diagonal. Eventually, off-diagonal terms of M−1

will leak in B, D and E vectors. Although the leakage does not impose any

problem, it should be noted that for a system presented in Eqs. (3.4) to (3.8),

force applied at first floor will affect all internal states related to its relative

accelerations, even if initial conditions are zero. A similar behavior is observed

also for the systems modeled with consistent mass matrix.

The proposed method can yield symmetric matrices that comply with direct
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stiffness method, albeit, the results will not be in band matrix form with a

band-width of three like shown in Eqs. (3.2b) and (3.2c). Thus, stiffness and

damping of individual floors cannot be extracted. One potential impact of this

issue is not being able to calculate exact shear force at floor level.

3.5 Evaluation Criteria

A set of criteria is developed to understand:

• the effectiveness of numerical model in simulating reference structure re-

sponses on the shake table

• the performance of RTHS conducted at Purdue to simulate reference struc-

ture responses

Focusing on global structural performance, evaluation criteria are concen-

trated on peak, root mean square (RMS) responses and moving RMS responses.

Relative displacement and absolute acceleration responses are selected as the

basis of comparison for two cases mentioned above. The performance indices are

prepared such that smaller values indicate better performance. A summary of

these criteria is presented in Table 3.1. Here, xi and ẍi represent displacement

relative to the ground and absolute acceleration at ith floor. Definition for RMS

of an arbitrary discrete signal, x is given as:

RMS(x) =

√√√√ 1
n

n∑
i=1

(xi − x̄)2 (3.37)

Likewise, RMS error between two arbitrary signals, x and y, is calculated as:

RMS(x− y) =

√√√√ 1
n

n∑
i=1

(xi − yi)2 (3.38)
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To calculate moving RMS error, a window of length τ is slided until the end

of the signal. Therefore, this index is a function of time. Since RMS with

sliding window is computationally demanding when implemented in loop form,

convolution is used to compute the moving average of the squared signal.

3.6 Results

To perform model verification, the structure is identified experimentally at HIT

and the results of the model updating technique are compared to the shake table

response.

3.6.1 Initial Model

An initial model of the test structure based on the information provided in

Sections 2.1 and 3.1 is established as the baseline model.

The following assumptions are made for the baseline model:

• Each column is assumed to have fixed-fixed connection with identical

stiffness of 12EI/L3.

• E, Young’s modulus of structural steel is equal to 220 GPa.

• I, moment of inertia of a single column in weak-axis is equal to 10.2 cm4.

• L, length of the column is equal to 1.2 m.

• Damping ratio, ξ for all of the structural modes is assumed to be 0.5 %.

• Each story is supported by four columns.

• Structural masses and concrete slabs are lumped to the nodes.
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(ẍ
i,

ac
tu

al
(t

)−
ẍ
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ẍ
m
a
x

i,
re

fe
re

nc
e
−
ẍ
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Using the assumptions stated above, the baseline model can be formed as:

[M ] =


400.1 0 0

0 355.3 0

0 0 355.3

 kg (3.39a)

[C] =


211.1 −60.5 −13.6

−60.5 187.4 −71.1

−13.6 −71.1 128.5

N sec/m (3.39b)

[K] =


1222.2 −611.1 0

−611.1 1222.2 −611.1

0 −611.1 611.1

 103 N/m (3.39c)

The estimated natural frequencies are calculated 2.92 Hz, 7.96 Hz and 11.62 Hz.

3.6.2 System Identification: Identified Parameters

A general block diagram of the structure to be identified is shown in Fig. 3.6.

Here, ẍg is the disturbance as the ground motion to the system, f1 is the

input force applied at the first floor, also where the MR damper device will be

connected, and xi, ẋi, ẍi are the relative displacement to the ground, relative

velocity to the ground, and absolute acceleration of ith floor, respectively.

Experimental
Model

xg

. .

x1 , x2 , x3

x1 , x2 , x3

x1 , x2 , x3
. . . . . .

. . .

f1

Figure 3.6: Block Diagram of the Structure to be Identified

Structure is identified with an impact hammer by hitting to its first floor and

recording the resulting acceleration responses. Due to the limited number of
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sensors available, multiple tests were performed. Thus, three sensors are used in

each test to measure the accelerations at various locations in the weak direction.

The tests are categorized based on the sensor placements at north side, mid

point and south side as given in Fig. 3.7. At each trial, 25 hits, each having up

to 60 sec time window, are performed on the mid point of the girder at the first

floor. For each set of data, including the hammer force, 4 channels are sampled

at 3000 Hz. For all acceleration and hammer force sensors, 0.3 Hz and 300 Hz

are selected as low pass filter and high pass filter, respectively. Curious readers

can access the impact test data from the NEES Project Warehouse (Ozdagli

et al., 2013a,b).

North Side

Mid Point

North Side

Hammer Hit Point

Figure 3.7: Sensor and Hit Location Layout

After the data is collected, post-processing is conducted involving dividing

each impact responses into individual time histories associated with the hammer

force response. A decaying exponential window of 1% to the structural responses

is applied to the structural responses. Transfer functions are generated from

force to acceleration for all successful hits and averaging is performed in order

to increase signal to noise ratio and eliminate structural nonlinearities. Using
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the averaged transfer functions, impulse response functions are developed. After

impulse functions are bounded to 0 Hz to 40 Hz, ERA procedure has been applied

on each trial individually. 500 columns and 1500 rows with a singular value

of 25 are selected as the input parameters to ERA. Finally, 11 modes are

identified in the system. However, only first three modes are used since higher

modes are mainly associated with the torsional movement of the structure. The

identified modes and damping ratios are determined as 2.88 Hz, 8.10 Hz and

12.34 Hz; 0.57 %, 0.21 % and 0.15 %, respectively. For each ERA application,

EMAC numbers yielded over 95 %. Transfer functions and phase diagrams

of experimental data are compared to those generated with ERA in Figs. 3.8

and 3.9. The identified mode shapes for each identified mode are represented in

Fig. 3.10.

As seen from comparisons and identified mode shapes, there is no significant

difference between results. However, since ERA results of mid-point accelerations

have better estimations on the zeros, it is decided to place the accelerometers

to the mid-point for further shake table tests.
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3.6.3 Comparison of Model Updating Methods

Two model updating methodologies have been discussed previously in Section 3.3.

According CK updating method (Eq. (3.30)), the following matrices are formed:

[M ] =


400.1 0 0

0 355.3 0

0 0 355.3

 kg (3.40a)

[C] =


101.6 3.3 3.8

3.3 93.3 6.2

3.8 6.2 96.2

N sec/m (3.40b)

[K] =


1316.4 −703.8 30.5

−703.8 1357.1 −680.2

30.5 −680.2 649.8

 103 N/m (3.40c)

For the MCK update method (Eq. (3.36)), there are 9 components, each

corresponding to an element in M matrix. Given a weighting vector, W in the

form of I9, the identified MCK system based on the identified parameters is
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given as:

[M ] =


419.1 2.6 2.4

2.6 359.1 10.1

2.4 1.1 325.9

 kg (3.41a)

[C] =


91.4 −1.7 0.3

−1.7 75.23 −0.1

−0.1 −0.1 69.0

N sec/m (3.41b)

[K] =


1446.7 −726.0 44.7

−726.0 1299.6 −615.9

44.72 −609.3 552.3

 103 N/m (3.41c)

Readers should note that all matrices from CK and MCK methods are

symmetric but have small off-diagonal terms that are not larger than 10 % of

diagonal elements.

Transfer functions of experimental data collected from mid-point accelerom-

eters upon impact, initial analytical model estimation and updated models are

compared in Fig. 3.11.

As seen from the figures, it is evident that the proposed MCK updating

method is superior not only in capturing zeros but also peaks, compared to CK

updating method.

3.6.4 Model Verification

For the validation of the model, structural responses of the seismically excited,

uncontrolled system are compared to updated model. El Centro, Kobe and Mor-

gan Hill earthquakes explained in Section 2.3.3 are chosen as the disturbance

67



0 5 10 15
−100

−75

−50

−25

0

G
ai

n
-d

B

Second Floor Acceleration - Mid
0 5 10 15

−100

−75

−50

−25

0
G

ai
n

-d
B

First Floor Acceleration - Mid

0 5 10 15
−100

−75

−50

−25

0

Frequency - Hz

G
ai

n
-d

B

Third Floor Acceleration - Mid

Experiment Initial Model CK Model MCK Model

Figure 3.11: Transfer Function Comparison between Experimental Data and
Updated Models
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(Fig. 3.6). The simulated earthquake motion measured on the shake table by

accelerometers is used as the input to the analytical simulation of the model

given in Eq. (3.41). For the basis of the comparisons, the experimental displace-

ment and acceleration records are compared to analytical simulation responses.

Experiments and simulations, both are conducted at a rate of 5000 Hz.

The comparison plots are given in Figs. 3.12 to 3.14. RMS and peak response

errors are tabulated in Table 3.2. Only the first 25 seconds of data is processed

to calculate the given errors. All values are given as percentages.

From Table 3.2, it is reported that average peak error of floor accelerations

and displacements are ranging from 6 % to 8 %. For the RMS response categories,

the average error is varying from 10 % to 14 %. The overall criteria average yields

about 10 % error for all three earthquakes.

Among three earthquakes, largest RMS error has occured during Kobe earth-

quake both for displacement and accelerations. Similarly, largest peak displace-

ment and acceleration errors are reported for the Morgan Hill earthquake.

It is natural that systems having been identified based on impact testing

parameters may behave differently when excitation input used for the model

validation is a different source, e.g. ground motion. Dynamic characteristic of

the system in time domain is often ignored while frequency domain processes

linearize the system that contains small local nonlinearities and other dynamic

impurities such as out-of-plane movements or torsion.

After all, a model is a mathematical explanation of the system it represents.

User requirements define a basis for the assumptions made to eliminate discretiza-

tions at the expense of modeling inaccuracies. Development of a computationally

inexpensive model due to time constraints of hard real-time simulation is a major

requirement for this study.
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Table 3.2: Evaluation Criteria for Model Verification

Ground Motion Location Evaluation Criteria Criteria
AverageJ1 J2 J3 J4

El Centro
First Floor 8.17 12.08 0.65 15.25 9.04

Second Floor 4.81 10.92 1.22 10.21 6.79
Third Floor 1.54 11.46 1.56 10.07 6.16

Kobe
First Floor 5.14 13.85 4.09 17.31 10.10

Second Floor 2.71 14.80 10.16 14.45 10.53
Third Floor 4.82 16.23 1.58 12.98 8.91

Morgan Hill
First Floor 10.95 10.70 10.68 9.28 10.40

Second Floor 13.19 11.07 0.20 7.41 7.97
Third Floor 11.84 11.24 5.96 7.79 9.21

EQ Average
First Floor 8.09 12.21 5.14 13.95 9.85

Second Floor 6.90 12.26 3.86 10.69 8.43
Third Floor 6.07 12.98 3.03 10.28 8.09

3.7 Conclusion

To validate RTHS with experimental data and pure analytical simulations, an

accurate model of the test structure is necessary. In this chapter, theoretical

background on system identification via dynamic impact hammer testing and

novel MCK model updating methodology based on identified structural parame-

ters are described. To verify the proposed updating method, the test structure is

excited using shake table when no MR damper device is attached and the global

responses of the system to several ground motions were compared to those of

pure numerical model.

Overall, the new model updating method has proven to be superior compared

to its predecessors for estimating non-observable states while relying completely

on identified structural characteristics.
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CHAPTER 4

MAGNETO-RHEOLOGICAL

DAMPER CHARACTERIZATION

AND SEMI-ACTIVE VIBRATION

CONTROL DESIGN

In this chapter, an overview of the magneto-rheological damping device is given

including its working principle, modeling and control in a semi-active control

setting. Section 4.1 presents a brief background on vibration control and the

development idea behind semi-actively controllable devices. Section 4.2 explains

behavior characterization and modeling procedure of the MR dampers used

at HIT and IISL for this study. In addition, this chapter discusses the main

differences of physics in HIT and Purdue damper and prescribes a method to

describe one damper in terms of the other one, mathematically. In Section 4.3,

the theory behind a common semi-active controller, clipped-optimal control
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algorithm is introduced, including its implementation. Finally, a summary of

this chapter is presented.

4.1 Introduction

The seismic performance of a building is related to the damage and loss its

structural and non-structural elements can take during an earthquake (Deierlein

et al., 2010). Although aseismic design practices improve perseverance of civil

structures and reduce life loss significantly by sacrificing non-structural elements,

severe economic losses may be still inevitable considering dynamic nature of

ground motions (Constantinou et al., 1998). ASCE (2007) provides a guideline

on three performance levels: Immediate Occupancy; Life Safety; and Collapse

Prevention. By separating structural frame from energy dissipative structural

elements and adding vibration control devices, an improvement in the safety

level of buildings can be achieved.

Roots of vibration control reach back to 1972 with the conceptual introduc-

tion by Yao (1972). From this date forward, the evolution of the civil engineering

field in structural control has been rapid, attracting many researchers for decades

and the topic still continues to mature (Housner et al., 1997). Among vibration

control devices currently available on the market, passive damping devices are

often considered as the first solution to control structural vibration since they

can dissipate energy directly by increasing the damping of the structure. As

an example to this device category, passive base isolation systems for seismic

protection have become an accepted design strategy in low- and medium-rise

buildings, in US and worldwide (Kelly and Konstantinidis, 2011). Even though

those devices are commonly used in the practice, they may not be, in fact, effec-

tive for every type of excitation, especially where stochastic nature of the input

governs its overall behavior (Chang et al., 2009). To overcome the limitations
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of passive devices, active control strategies have been developed. Essentially,

active devices can adapt themselves to the excitation and structural responses

by imposing external forces supplied by actuators (Spencer and Nagarajaiah,

2003). For successful operation of those devices, uninterrupted power source for

actuation and computer systems, that monitor structural responses and enforce

command to these devices based on a predefined control strategy, are needed.

An extensive study on the effectiveness of this device type is explored by Dyke

(1996) and Loh et al. (2007).

As a major drawback, the active control device may be ineffective or at

risk of becoming unstable in such cases where uncertainties and disturbances in

the system affect structural integrity. To ensure a fail safe operation of control

system and still to minimize the structural vibration, a new generation of control

devices have been developed. Namely, semi-active devices that combine best

features of passive and active control system offers a great range of adaptability

and reliability (Soong and Spencer, 2002). By nature, a semi-active device is a

controllable passive device. By using small amount of external power of ≈100 W,

system’s stiffness and damping characteristics can be modified via control signal

tuned according to structural responses, and system can consume the motion

of the structure to develop control forces. Since the device cannot increase

mechanical energy in the structure, bounded input - bounded output stability

is guaranteed during the operation. Moreover, in the event of loss of power due

to impact loads caused by earthquakes, the system can still rely on its passive

damping features.

Vibration control using semi-active force generators dates back to 1974

(Karnopp et al., 1974). Among many semi-active devices developed so far,

MR fluid dampers have received a lot of attention due to their reliability and

adaptability, in the last decade. A typical MR damper contains a special type of
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fluid called MR fluid that consists of a suspension of micron-sized magnetic iron

particles that can be controlled with the help of magnetic field. By exposing to

the magnetic field, the viscous MR fluid can turn into a semi-solid state instantly

and generate large amount of resisting forces, as shown in Fig. 4.1. Since an

appropriate magnetic field can be imposed with a very small amount of electri-

cal current, MR dampers are counted as sustainable devices. Combining high

reliability with meager power consumption, the MR damper becomes a strong

candidate for vibration control applications. An illustration of MR damper is

provided in Fig. 4.2.

Figure 4.1: Particulate Alignment in MR fluid

Pilot studies conducted by Dyke et al. (1996b) and Johnson et al. (1998)

demonstrated through laboratory experiments that MR damper can reduce

seismic response of structures compared to passive configurations. In addition,

the success of this novel technology has been proven in small-scale mechanical

systems such as vehicular suspension by Karkoub and Zribi (2006) and large-scale

civil engineering structures as in Dongting Lake Cable-stayed Bridge, China by

Chen et al. (2003) and National Museum of Emerging Science and Innovation,

Tokyo. To persuade contractors, especially in US, hesitant to apply MR damper

technology on current structures and future designs, many research projects

nationwide are focused on investigation of the effectiveness of MR dampers and

development of appropriate design procedures (Friedman et al., 2010; Jiang and

Christenson, 2011; Phillips and Spencer, 2013).
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Figure 4.2: MR Damper Internals

4.2 Damper Identification and Modeling

MR dampers are highly nonlinear devices and their force-velocity relationship

shows a hysteretic behavior that cannot be easily represented using simple math-

ematical relationships (Zapateiro de la Hoz, 2009). There has been serious effort

on modeling of MR damper hysteresis to ease the implementation and perfor-

mance evaluation of new controllers and to simulate the behavior in numerical

analyses and real-time hybrid simulations where experimentation in full-scale

is not possible. As for damper models, there exists two mainstream models:

parametric and non-parametric. While parametric models are developed loosely

based on mechanical properties of the damper, non-parametric models do not

have a physical ground (Sahin et al., 2010). A tree of known models are listed

in Fig. 4.3. The report will focus on a member of parametric model family,

the phenomenological Bouc-Wen model introduced by Dyke et al. (1996b) and

Spencer et al. (1997).

4.2.1 Modeling of the MR Damper

A phenomenological MR damper was proposed by Spencer et al. (1997). This

model, which combines Bouc-Wen equations proposed by Bouc (1971) and Wen
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Figure 4.3: MR Damper Models

(1976) with a series of springs and dashpots in parallel, was sufficient in simulat-

ing dynamics of prototype dampers by Lord Corp. A mathematical idealization

of this model is shown in Fig. 4.4. In addition, a simplified version of Bouc-Wen

model was developed by Dyke et al. (1996b) with the aim to portray force-

velocity characteristics of a specific MR damper family more accurately. This

report will focus on the complex MR damper model.

According to phenomenological Bouc-Wen model, an MR damper can be
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Figure 4.4: Phenomenological Bouc-Wen Hysteresis Model of the MR Damper

characterized by the following equations:

c1ẏ = αz + k0(x− y) + c0(ẋ− ẏ) (4.1a)

ż = −γ|ẋd − ẏ|z|z|n−1 − β(ẋd − ẏ)|z|n +A(ẋd − ẏ) (4.1b)

F = αz + c0(ẋ− ẏ) + k0(x− y) + k1(x− x0) (4.1c)

where F represents the total damper force, k1 represents the accumulator stiff-

ness, c0 represents the viscous damping observed at larger velocities, c1 produces

roll-off at low velocities, k0 controls the stiffness at large velocities and x0 is the

initial displacement of spring, k1.

For a passive damper system, where voltage kept constant, identifying the

parameters mentioned above is adequate. However, for achieving optimal per-

formance, a semi-active control scheme needs to be implemented through com-

manding voltage signal using a current driver. In view of that, any change in
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voltage will create a fluctuation in the magnetic field. In other words, damping

constants given in Eq. (4.1) will vary virtually linearly with the applied voltage.

The equations given below reveal this relationship:

α(u) = αa + αbu (4.2a)

c0(u) = c0a + c0bu (4.2b)

c1(u) = c1a + c1bu (4.2c)

u̇ = −η(u− v) (4.2d)

where v and u are the command voltage sent to current driver and filtered

voltage, respectively, and η is the lag constant. Eq. (4.2d) can be recognized

as a filter that defines a basic model of the current driver and dynamics of MR

fluid reaching rheological equilibrium.

Eqs. (4.1) and (4.2) can be implemented as an input-output block or hard-

coded inside embedded function block in Simulink/MATLAB (MATLAB, 2011).

4.2.2 Identification Process

The damper parameters mentioned in the Eq. (4.1) are determined based on

characterization tests. In a typical parameter identification process, for each

supply voltage level, the damper attached to an actuator is excited with a

sinusoidal displacement and damper reaction force is measured. Since MR

damper is a nonlinear device, its behavior may change with respect to the

frequency and amplitude for the given displacement. Thus, for the sake of best

performance in characterization, the frequency and amplitude of the sine wave

should be adjusted according to the characteristic dynamics of the test structure,

to which damper is going to be attached.

To obtain the parameters related to each voltage supplied to the damper,
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lsqcurvefit, nonlinear curve-fitting algorithm is used, which has already been

implemented in MATLAB. The identification process should be set up in such

a way that different voltage levels should yield same values for k0, k1, γ, β and

A, while varying α, c0 and c1. Since the parameters n, η and x0 are pre-defined

based on damper properties, they are not required to be part of the curve-fit

algorithm. Finally, using characterization results and Eq. (4.2), αa, αb, c0a, c0b,

c1a and c1b are calculated.

4.2.3 Damper Characterization Results

In this section, the identification process explained above are applied to MR

dampers located at HIT and IISL/Purdue. The characterization results of those

dampers, as well as representation of Purdue damper with HIT damper equations

are also given in subsequent sections.

(i) HIT Damper

Characterization tests conducted at HIT are performed with MR damper #RD-

1005-3 attached to the uniaxial servohydraulic load frame (see Section 2.4). A

sinusoidal displacement input with a magnitude of 5 mm at a frequency close

to the first mode of the test structure, 2.9 Hz is tested, when the damper is

subjected to constant voltage levels of passive-off (0 V) and -on (1.7 V). Since

damper characteristics are different between pushing and pulling state, load

response is detrended to remove the offset.

The force-time history, force-displacement and force-velocity relationships are

given in Fig. 4.5. In Fig. 4.6, comparison between the experimentally obtained

responses and the identified Bouc-Wen model is presented. It is observed that the

Bouc-Wen model is effective at capturing the damper’s behavior. Optimization

routine yielding Bouc-Wen model parameters are listed in Table 4.1. A relative
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standard deviation error of 15 % to 18 % is found between experimental data

and model.
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Figure 4.5: HIT MR Damper Experimental Data for 0 V and 1.7 V Constant
Voltage Levels

(ii) Representation of Purdue Damper with HIT Damper Behavior

Since MR damper and current driver used at HIT are different from the devices

at IISL, it is expected that their particular mechanical properties will affect the

damper behavior.
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Figure 4.6: Comparisons for HIT MR Damper Experimental Data vs Identified
Model

Following that, to perform successful RTHS tests and understand sources

of experimental errors due to the use of physical substructures, it is imperative

that a comparison between their mechanical behaviors should be employed. For

this reason, both dampers are subjected to constant voltage levels in passive-off

and -on modes while driven by a sinusoidal displacement input damper with a

magnitude of 5 mm at 2.9 Hz. The comparison results are presented in Fig. 4.7.

It is observed that two dampers show similar passive-off (0 V) behavior before

the saturation occurs, both in force-displacement and force-velocity relationships.

On the other hand, at peak saturation level, Purdue damper is generating 80 N
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Table 4.1: Identified Bouc-Wen Model Parameters

Parameter Value Unit
αa 2740.734 N m−1

αb 10010.25 N m−1 V−1

c0a 175.13 N sec m−1

c0b 1709.24 N sec m−1 V−1

c1a 3353.68 N sec m−1

c1b 175.13 N sec m−1 V−1

k0 1940.41 N m−1

k1 1.58 N m−1

γ 36332.07 m−2

β 36332.07 m−2

A 155.32 -
x0 0 m
n 2 -
η 60 sec

more force than HIT damper. As for the passive-on mode, the force generated

at 1.7 V for HIT damper is equivalent to the behavior of Purdue damper at

2.1 V. The two dampers show similar force-displacement and force-velocity

relationships.

Based on the observations, to simulate HIT damper on the shake table on

a RTHS framework at IISL/Purdue, the Purdue damper should be driven at

constant 0 V and 2.1 V for passive-off and -on modes, respectively.

4.3 Semi-active Control Algorithm

Essentially, MR dampers represent a class of controllable devices where the

shear force of the fluid is controlled by a magnetic field (Carlson et al., 1996;

Carlson and Spencer, 1996). The effectiveness of an MR damper in controlling

vibration highly depends on developing a proper control strategy. However, for

designers, generating control algorithms for MR damper is often a challenge due

to nonlinear nature of the fluid. To overcome the difficulty in controlling MR
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Figure 4.7: Comparisons for HIT vs Purdue Dampers

damper, Dyke (1996); Dyke et al. (1996a,b) proposed a Linear Quadratic Gaus-

sian (LQG) regulator based clipped optimal controller that uses acceleration

feedback while eliminating the need for states of velocities and displacements,

which are difficult to measure for real civil structures. Although the clipped op-

timal control ignores dynamics of the MR damper, LQG control block attempts

to linearize the nonlinear plant, herein, MR damper, with a bang-bang control.

Thus, the optimal controller has still the ability to track the control force.
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4.3.1 Implementation of Clipped-optimal Control Algorithm

A structure controlled with an MR damper can be idealized as in Fig. 4.8. The

structure produces structural responses, ym, when seismically excited with ẍg.

Reactively, MR damper develops force, fm that is feedback to the structure.

The system has already been formulated in Section 3.1. The force generated by

the MR damper cannot be controlled directly, however, by varying the voltage

input, the magnetic field can be adjusted such that a desired force history can be

induced. Nevertheless, a control algorithm needs to be implemented to achieve

an optimal control force while reducing structural responses. Determination of

the desired force, fc is determined with a linear optimal controller gain, Kc as:

fc = L−1

−Kc(s)L


 ym

fm



 (4.3)

where L is the Laplace transform, ym is the measured system response, and fm

is the measured force. To utilize desired force, fc, clipped optimal control (COC)

proposed by Dyke et al. (1996b) is used. Essentially, COC compares the sign of

the desired force and the measured force of the damper and applies maximum

voltage if the signs match, otherwise zero voltage using a bang-bang controller,

as given in Eq. (4.4), :

v = VmaxH
(
(fc − fm)fm

)
(4.4)

where fc represents selected optimal control force, fm represents measured

damper force and H(x) is the Heaviside step function.
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Figure 4.8: An Idealization of Structural Control with MR Damper

4.3.2 Implementation of H2/LQG Control

Assuming earthquake is a stochastic process, an optimal control problem to

estimate Kc with the aim towards optimal minimization of structural responses

can be constructed using H2/LQG. Fundamentally, LQG is the combination of

a linear-quadratic estimator (LQE) with a linear-quadratic regulator (LQR). In

general, LQR is sufficient to estimate the control force only with the internal

states, such as velocity and displacement responses of a structure. In reality,

it is hard to measure such states without fixed reference points. Fortunately,

many accelerometer forms are classified as inertial sensors, have their reference

frame inside the sensor mechanism and allow measuring acceleration without

any issues. Later, unobserved internal states can be restored with the help of

observed states with LQE and are feed-forward to LQR (Kalman, 1960). A

typical LQG regulator can be described such as:

˙̂x = (A− LC)x̂+ Lym + (B − LD)fm (4.5)

where x̂ is estimated unobserved states and L is quadratic estimator gain. With

the help of Eq. (4.5), Eq. (4.3) can be simplified to:

fc = K ˙̂x (4.6)
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where K is quadratic regulator gain.

Computation of LQR Gain

For a continuous-time state-space model with state-feedback presented in Eq. (4.6),

infinite horizon performance index or cost function, J to be minimized can be

formulated:

J(fm) =
∫ ∞

0
yTo QLQRyo + fTmRLQRfm dx (4.7)

where yo is the system responses to be optimized, QLQR and RLQR are weighting

matrices determining the relative importance of state variables and control forces.

A Riccatti equation can be formed using QLQR, RLQR and state space of the

system.

ATS + SA− (SB)R−1
LQR(BTS) +QLQE = 0 (4.8)

Finally, regulator gain, K can be derived as:

K = R−1
LQRBS (4.9)

Computation of LQE Gain

LQE, i.e. Kalman state estimator filter provides an optimal solution of unob-

served states for a given system with process and measurement noise. A system

described in Eqs. (3.4) and (3.5) can be rewritten including such noises:

ẋ = Ax+Bu+Gw (4.10)

y = Cx+Du+Hw + v (4.11)
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where w and v are white process and white measurement noises with the following

definitions:

E(w) = E(v) = E(wvT ) = 0 (4.12a)

E(wwT ) = QLQE (4.12b)

E(vvT ) = RLQE (4.12c)

Here, G and H correspond to E and F in Eqs. (3.4) and (3.5). Eq. (4.12) implies

that ground excitation is a process noise and both process and measurement

noises are Gaussian stationary white noise with zero mean. Estimated state, x̂

can be obtained by minimizing error covariance such as:

P = lim
t→∞

(
{x− x̂}{x− x̂}T

)
(4.13)

A Ricatti equation can be assembled to solve P :

ATP + PA− (PCT )R−1(CP ) +QLQR = 0 (4.14)

which leads to the computation of the estimator gain, L:

L =
(
PCT +GQLGEH

T
) (
RLGE +HQHT

)−1 (4.15)

For typical implementations of COC, first, regulator and estimator gains are

determined from built-in lqry.m and lqew.m MATLAB scripts. Later, Eqs. (4.4)

and (4.5) are formulated as block diagrams in Simulink.
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4.4 Summary

In this chapter, a general way to characterize and model MR dampers are

discussed. Following that, a parametric model of the MR damper located at HIT

is developed. In addition, force-displacement and force-velocity relationships of

the Purdue damper are tried against HIT damper at passive-off and -on modes.

The motivation and concepts of semi-active control strategies, particularly, LQG

control and its implementation are discussed for its use in shake table tests and

RTHS. In the following chapters, the control algorithm introduced here will be

employed in several simulations, experiments and RTHS.
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CHAPTER 5

VERIFICATION OF SHAKE

TABLE TESTS WITH

ANALYTICAL SIMULATIONS

In this chapter, a description of the experimental study is given to validate the

model of the three story structure equipped with MR damper by comparing the

responses with those of shake table tests. First, Section 5.1 discusses the selection

and design of MR damper controllers aimed towards effective structural control.

Next, Section 5.2 illustrates post-processing procedure of the structural responses

yielding from shake table tests and simulations for comparison purposes. In

Section 5.3, performance of the structural model introduced in Chapter 3 is

evaluated using a variety of earthquake inputs through both numerical simulation

and shake table tests under different damper control strategies. For all cases,

error in relative displacement, absolute acceleration in the global sense of the

structure is examined including other evaluation criteria discussed in Section 3.5.
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Finally, a summary of the chapter, that interprets and concludes main findings

in the comparisons, is given in Section 5.4.

In order to perform a successful comparison between shake table experiments

and pure analytical simulations, several steps must be taken, including (i) mod-

eling of the existing test structure, (ii) characterization of the MR damper which

will be used in analytical simulations, and (iii) design of MR damper semi-active

control algorithms.

Step (i) was already explained in Chapter 3 in detail. Furthermore, steps (ii)

and (iii) were discussed in Chapter 4. In the following sections of this chapter,

design of the MR damper controllers is also discussed.

5.1 Design of MR Damper Controllers

For pure simulations, the damper model based on HIT damper is utilized. Three

cases are considered for structural control problem based on this damper. Those

are (i) passive-off case where a constant 0 V is sent to the current driver; (ii)

passive-on case where damper is fed with a constant 1.7 V; and finally (iii)

semi-active control case where clipped-optimal control strategy is implemented.

The principle of semi-active control has already been discussed in Chapter 4.

For semi-active control, displacement responses are estimated from three floor

accelerations and first floor relative MR damper displacement. To ensure effec-

tiveness of the structural control in reducing accelerations, R matrix is selected

to be the identity matrix with proper order, whereas a wide range of Q matrices

were tested using a variety of earthquakes. Finally, Q matrix is selected to be

23000 with equal weighting on all floor accelerations of the structure, for shake

table tests and pure simulations.
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5.2 Post-processing of Data

Each shake table test record lasts 60-200 seconds or longer. For the initial 10–60

seconds of the recorded data, shake table is kept at zero position. After stand-by

time, the actual earthquake input is initiated which takes 50–60 seconds. Finally,

another 10–60 seconds of data is recorded until the structural responses fully

decay and test setup is ready for a new test.

The recorded data is long and also contains noise due to the test apparatus

used during the experiments. Therefore, post-processing is required to make it

presentable for further analysis. It should be noted that the results of the shake

table tests and simulation results are similarly post-processed as explained in

the following sections.

5.2.1 Time Windowing

To employ a robust visual comparison between records, a rectangular time

window is applied isolating response where ground motion is dominant. An

example is illustrated in Fig. 5.1. After windowing, the start of the response is

assumed as t = 0.

For relative RMS and peak error calculations, the responses are windowed

even further, where the earthquake is strongest. For already windowed responses,

this range is 2–5 seconds for El Centro, 3–6 seconds for Kobe, and 1.5–4.0 seconds

for Morgan Hill.

5.2.2 Filtering

The structural responses obtained experimentally from shake table tests may

contain some artifacts that can affect comparisons of simulations results. Mostly,

such artifacts are comprised of measurement errors due to (a) unwanted forced
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Figure 5.1: Application of Time Windowing to First Floor Displacement Re-
sponse for Morgan Hill Semi-Active Control Case

vibrations caused by the actuator driving the shake table and (b) amplification

of the forced vibration by the structure, and (c) strong ground motion affecting

off-plane dynamics of the test structure.

Since hydraulic fluid is compressible, it has a finite stiffness. When a hy-

draulic actuator system is coupled with mass, the fluid resonates with mass.

This phenomenon, often called oil-column resonance, tend to cause vibration

issues. Eventually, if the coupled mass is large enough, the resonance can leak

into frequency content of the structure. Considering the fact that shake table

represents a very large mass, oil-column resonance frequency is low enough to

affect the structural responses (Nakata, 2013).

The proposed modeling approach discussed in Chapter 3 discretizes the

continuous-time system test structure into 3-DOF model. Although the applied

ground motion is unidirectional along the weak-plane of the structure, the test
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setup is not perfect and therefore, it is inevitable that higher modes including

torsional and off-plane modes of the system will be induced.

Those artifact can be reduced substantially by filtering responses of the

system. A 5th order Butterworth filter with a cut-off frequency of 50 Hz is

used to eliminate such responses. The same filter is also applied to the pure

simulation results. An example is illustrated in Fig. 5.2 to demonstrate the

effectiveness of the filter. It should be noted that the acceleration response is

smoothed.
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Figure 5.2: Effect of Butterworth Filtering to Third Floor Acceleration Response
for Morgan Hill Semi-Active Control Case

5.2.3 Frequency-Domain Calculations

In addition to time-domain post-processing, results were also evaluated in fre-

quency domain. In the course, power spectral density (PSD) of the strong
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motion response are calculated using pwelch command in MATLAB. PSD esti-

mates are determined as one-sided with no window-averaging and overlapping

using windowed responses of 2–6 seconds for all three earthquakes.

5.3 Comparison of Shake Table Test Responses

with Pure Simulation Results

To employ a proper comparison between simulation and experimental results, a

good understanding of the test structure is required. The test structure used in

the shake tables tests was explained in detail in Chapter 2. Development of the

accurate model of the structure in MCK format was provided in Chapter 3. To

simulate the behavior of MR Damper under various control voltages, a model

was proposed in Chapter 4. Excitation input to the structure is selected as El

Centro, Kobe and Morgan Hill earthquakes. The ground motion in displacement

form calculated by double integrating each earthquake is fed to the shake table

actuator controller. More detail on the selected earthquakes and tracking perfor-

mance of the shake table are given in Section 2.3.3. All floor accelerations for the

shake tables tests are sampled at 5000 Hz. The ground acceleration of the shake

table is captured with two accelerometers and the response is averaged. For

each structural control case, the averaged ground acceleration recorded during

the specific test is applied as the excitation input to the numerical model, as-is

without further modifications. As the shake table tests, numerical simulations

are also conducted at a rate of 5000 Hz. An illustration of the Simulink diagram

containing numerical structure and MR damper model is given in Fig. 5.3.

The experimental plan for evaluation and validation of the integrated model

is focused on replicating the dynamic response of the seismically-excited three

story structure equipped with damper device at passive on/off and semi-active
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control modes. To assess accuracy of the proposed model, the shake table re-

sponses are compared to simulation results using the evaluation criteria proposed

in Chapter 3. Particularly, RMS, peak and sliding RMS errors are utilized for

recorded displacements and accelerations. To sum up, nine individual compar-

isons, containing three earthquake cases each with three control modes, are

conducted to achieve the study goals.

5.3.1 El Centro

In this section, results between shake table and pure simulations are compared

for El Centro earthquake. Passive-off (POFF), -on (PON) and semi-active (SA)

cases are considered for the comparisons.

Passive-off

Displacement and acceleration comparisons are given in Figs. 5.4 and 5.5. RMS

and peak response errors are tabulated in Table 5.1 in percentage. Likewise, in
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Fig. 5.6, moving RMS errors are illustrated.

While the reported peak error of floor accelerations and displacements are

ranging from 4 % to 15 %, the normalized RMS errors are trending from 15 % to

20 %. In addition, range-normalized RMS errors are no more than 15 %. Both

time- and frequency-domain responses are in correlation.

Passive-on

For PON case, related comparisons and error tables are given in Figs. 5.7 to 5.9

and Table 5.1. Although time-domain displacement responses are not in an ideal

correlation, the power spectrum demonstrates that the frequency contents still

agree. There is a deviation observed in the first floor displacement time-domain

responses around 3–9 seconds. This same trend is also observed in moving RMS

error plot. Considering the fact that the first floor acceleration responses are

very similar, the aforementioned discrepancy does not indicate a modeling error,

but LVDT failure. By inspecting the results, one can conclude that MR damper

LVDT might have been stuck due to friction when cyclic displacements are small

enough (±0.5 mm).

RMS and peak response errors for floor accelerations and displacements are

ranging from 4 % to 45 %. The criteria-averaged RMS error is varying from 15 %

to 30 %. The elevated errors indicate that with increasing levels of MR damper

forces, it is harder to match structural responses in time-domain.

Semi-active

The comparisons for SA case are given in Figs. 5.10 to 5.12 and Table 5.1.

RMS and peak response errors vary from 3 % to 25 %, while criteria-averaged

RMS errors are reaching up to 15 %. Compared to PON case, the errors are

much smaller since MR damper forces fall in between PON and POFF cases.
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Figure 5.6: Moving RMS Error for El Centro Earthquake POFF Case

5.3.2 Kobe

In this section, results between shake table and pure simulations are compared for

Kobe earthquake. POFF, PON and SA cases are considered for the comparisons.

Passive-off

Shake table vs. simulation response comparisons are given in Figs. 5.13 and 5.14.

This case has the smallest error among all cases including El Centro and Morgan

Hill earthquakes.

Passive-on

PON case comparisons are given in Figs. 5.16 and 5.17. In Fig. 5.9 and Table 5.1,

error tables and moving RMS error plot are provided.

Although errors are similar to El Centro and Morgan Hill PON cases, dis-

crepancy due to LVDT is most evident in this case. RMS and peak response
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Figure 5.9: Moving RMS Error for El Centro Earthquake PON Case

errors range from 10 % to 60 %, while criteria-averaged errors are bounded to

30 % to 35 %.

Semi-active

In Fig. 5.19 and Fig. 5.20, SA case comparisons are presented.

Like in El Centro case, this SA case produced less errors compared PON

case. The peak and RMS errors and criteria-averaged errors are in the range of

3 % to 30 % and 12 % to 16 %, respectively.

5.3.3 Morgan Hill

In this section, results between shake table and pure simulations are compared

for Morgan Hill earthquake. POFF, PON and SA cases are considered for the

comparisons.
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Figure 5.12: Moving RMS Error for El Centro Earthquake SA Case

Passive-off

Time- and frequency-domain comparisons for POFF case are provided in Figs. 5.13

and 5.14. The reported errors are in the range of 5 % to 27 % and consistent

with El Centro and Kobe cases. The averaged errors are as high as 9 %.

Passive-on

Displacement and acceleration comparisons are given in Figs. 5.25 and 5.26.

Although the time- and frequency-domain responses are in correlation, the

errors are as high as the other two earthquake cases, closer to Kobe case.

RMS and peak response errors for accelerations and displacements are rang-

ing from 6 % to 60 %. On the other hand, the criteria-averaged RMS error is

varying from 19 % to 28 %.
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Figure 5.15: Moving RMS Error for Kobe Earthquake POFF Case

Semi-active

SA case comparisons are presented in Figs. 5.19 and 5.20. The RMS and peak

response errors are confined within 3 % to 18 %. All criteria-averaged errors are

concentrated near 10 %.
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Figure 5.18: Moving RMS Error for Kobe Earthquake PON Case
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Figure 5.21: Moving RMS Error for Kobe Earthquake SA Case
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Figure 5.24: Moving RMS Error for Morgan Hill Earthquake POFF Case
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Figure 5.27: Moving RMS Error for Morgan Hill Earthquake PON Case
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Figure 5.30: Moving RMS Error for Morgan Hill Earthquake POFF Case

5.3.4 Discussions

Considering POFF cases for all earthquakes, the average errors are found below

20 %. However, for the PON cases, the errors elevated up to 60 % for the first

floor and 50 % for the second and third floors. Three reasons can be related to

the increased errors:

i. In Chapter 4, it has been stated that the MR damper model has up to

18 % of standard deviation error, both for POFF and PON cases. The force

generated by the damper in POFF mode is small enough, it doesn’t have a

considerable impact in distorting structural responses. On the other hand,

large PON forces are affecting structural responses notably. Consequently,

it is justifiable to observe relatively large errors for PON case comparisons

due to damper modeling error. Furthermore, the lessened error for SA case

comparisons, where the level of force are between POFF and PON case,
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Table 5.1: Evaluation Criteria for Pure Simulation Verification

Ground Motion Controller Location Evaluation Criteria Criteria
AverageJ1 J2 J3 J4 J5 J6

El Centro

POFF
First Floor 19.25 12.74 22.38 14.60 4.76 4.54 14.75

Second Floor 19.12 10.28 14.35 5.70 4.61 3.32 10.81
Third Floor 20.31 8.46 13.29 4.18 4.86 3.20 10.22

PON
First Floor 43.25 43.35 37.19 24.62 8.44 6.39 31.37

Second Floor 34.47 9.92 27.31 4.78 6.66 4.49 16.63
Third Floor 34.51 13.61 21.89 16.02 6.77 4.23 18.56

SA
First Floor 24.21 14.99 24.77 4.62 5.31 4.77 14.78

Second Floor 20.36 4.32 17.11 12.90 4.31 3.17 11.80
Third Floor 21.50 6.91 11.73 11.62 4.45 2.34 11.24

Kobe

POFF
First Floor 5.64 3.63 14.73 1.39 1.82 3.85 5.44

Second Floor 6.25 6.00 5.87 7.67 2.01 1.83 5.56
Third Floor 5.65 5.69 8.07 6.60 1.83 2.71 5.57

PON
First Floor 62.47 27.22 38.44 10.18 13.25 6.12 30.31

Second Floor 48.68 17.33 37.04 12.08 10.37 6.22 25.10
Third Floor 46.17 16.36 26.86 25.98 10.13 4.64 25.10

SA
First Floor 26.49 11.28 25.45 13.80 6.58 4.80 16.72

Second Floor 27.28 7.90 16.85 3.54 6.78 3.82 12.47
Third Floor 27.81 10.65 11.01 5.57 6.78 2.46 12.36

Morgan Hill

POFF
First Floor 9.26 3.38 23.24 7.14 2.59 5.98 9.12

Second Floor 9.05 4.31 8.00 5.63 2.50 2.14 5.90
Third Floor 8.69 1.96 10.73 4.40 2.38 2.98 5.63

PON
First Floor 60.22 13.58 40.05 10.91 12.61 5.66 27.47

Second Floor 37.92 4.87 36.44 6.96 8.86 8.02 19.01
Third Floor 34.35 7.25 31.25 23.59 8.53 7.19 21.00

SA
First Floor 18.46 6.07 25.16 5.35 4.03 4.90 11.81

Second Floor 17.76 1.99 14.91 15.38 3.96 2.88 10.80
Third Floor 17.26 2.15 11.52 7.25 3.75 2.51 8.39

EQ Average

POFF
First Floor 11.38 6.58 20.12 7.71 3.06 4.79 9.77

Second Floor 11.47 6.86 9.40 6.33 3.04 2.43 7.42
Third Floor 11.55 5.37 10.70 5.06 3.03 2.96 7.14

PON
First Floor 55.31 28.05 38.56 15.23 11.43 6.06 29.72

Second Floor 40.35 10.71 33.60 7.94 8.63 6.24 20.25
Third Floor 38.35 12.41 26.67 21.86 8.48 5.35 21.55

SA
First Floor 23.05 10.78 25.12 7.93 5.31 4.82 14.44

Second Floor 21.80 4.74 16.29 10.61 5.02 3.29 11.69
Third Floor 22.19 6.57 11.42 8.15 4.99 2.44 10.66
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supports this claim.

ii. It is observable from PSD comparisons that around the third mode of

the structure, the curves are deviating from each other. MR damper is

characterized specifically with a sine wave displacement of an amplitude of

5 mm at 2.9 Hz. It is possible that the damper model may not be successful

in capturing force levels at higher frequencies.

iii. In PON mode, the structural responses are diminished due to increased

damping. However, it appears that for very small displacements, the first

floor LVDT tends to stick, eventually causing faulty readings. This behavior

is especially noticeable in the sliding RMS error plots.

The overall averaged errors reported in Table 5.1 are 7 % to 10 % and 10 %

to 15 % for POFF and SA cases, respectively. For PON case, the first floor error

is close to 30 %, whereas for second and third floors, it is about 20 %.

5.4 Conclusions

To compare and validate shake table responses with pure simulation results, the

three story structure located at HIT with a MR damper attached to its first

floor is tested. To perform the comparison successfully, system identification of

the structure, characterization and modeling of the MR damper, integration of

COC and selection of control parameters are carried out.

The global responses of the system to several ground motions such as relative

displacements and absolute accelerations at each level are compared to pure

simulation results for POFF, PON and SA cases. For the evaluation of the

comparisons, peak, RMS, and sliding RMS errors are computed. In addition,

PSD of the shake table and simulations responses are also presented.
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In general, the pure simulations predicted shake table results. Further, in

terms of displacements and accelerations, strong correlation is found between

results. Tracking of the first floor displacements displayed elevated errors due

to a hardware error, however, PSDs showed a good match in frequency domain.

Overall, pure simulation results has proven to be successful in predicting shake

table responses.
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CHAPTER 6

VERIFICATION OF RTHS WITH

SHAKE TABLE TESTS

In this chapter, a description of the experimental study to validate RTHS with

shake table test is given. First, an accurate dynamic model of the actuator

and an efficient control algorithm to compensate actuator dynamics, both of

which are essential elements of successful RTHS, are introduced in Section 6.1.

In Section 6.2, a general implementation of the RTHS is discussed. Next, in

Section 6.3, results of RTHS are compared to shake table results. For all cases,

error in relative displacement, absolute acceleration in the global sense of the

structure is examined including other evaluation criteria discussed in Section 3.5.

Finally, a summary of the chapter that interprets and concludes main findings

in the comparisons is given in Section 6.4.

A successful comparison between shake table experiments and RTHS depends

on the following tasks: (i) modeling of the existing test structure that will serve

as the analytical substructure in the RTHS scheme, (ii) characterization of the

MR damper which will be used as the physical substructure of RTHS, and
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(iii) actuator tracking controller design, particularly to ensure stable and high

performance RTHS. Steps (i) and (ii) were already introduced in the previous

chapters. In the following sections, system modeling and actuator tracking are

also discussed. Later, in the subsequent sections, results of RTHS implemented

based on these previously introduced concepts are studied.

6.1 Design of Tracking Controller to Compen-

sate Actuator Dynamics

The transfer function system of a hydraulic actuator, Gxm,xc can be idealized by

servo-hydraulic system, including servo-valve and servo-valve controller, as well

as the actuator and specimen. The system can be represented in block diagram as

in Fig. 6.1. In this diagram, xc is the command input, xm is the measured output

and f is the force applied by the actuator to the specimen. An inner loop PID

control is often provided within the servo-valve controller that promises basic

tracking of command. Although this inner loop control is adequate for slow-rate

tests and non-real-time hybrid simulations, strict requirements of RTHS, such

as low time delay between desired input and measured output, make the PID

control meager. To improve the performance of the actuator control, actuator

dynamics should be compensated via a proper control scheme.

In the following subsections, modeling of actuator and development of a novel

Robust Integrated Actuator Control (RIAC) algorithm is briefly discussed.

The performance of servo-hydraulic system can be extended by introducing

an outer loop control algorithm that ensures tracking of desired response as

simplified in Fig. 6.2. In this diagram, xd is the desired input, and in a RTHS

setting, it can be considered as a response of numerical substructure to be

imparted to the physical substructure through actuator.
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Figure 6.1: Servo-Hydraulic System Diagram
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Figure 6.2: Introduction of Outer Loop Control

6.1.1 Modeling of Servo-hydraulic Actuator

The actuator dynamics often manifest as a drop in frequency response magnitude

and as lag in phase, undesirable for conducting successful RTHS. Developing

an effective compensation control system depends on an accurate model that

describes such dynamics over the operational frequency content of the target

structure. For the purpose stated above, system identification for the HIT and

Purdue setups are discussed.

HIT Setup

The hydraulic system at HIT is identified with MR damper attached using a

0–100 Hz band-limited white noise input signal in open loop control setting. The

resulting response of the actuator system is stored as the measurement data.

The time domain response of the system is shown in Fig. 6.3.

Since the loading capacity of the actuator is very large compared to the

MR damper maximum force, the resulting transfer functions for passive-off and
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Figure 6.3: Open Loop System Input and Output in Time Domain for HIT
Setup

-on control cases for the damper are assumed to be same. The plant model

is determined using invfreqz command in MATLAB. The zero-pole system is

written as a fourth order transfer function as given Eq. (6.1):

Gxm,xc,HIT = 1.5091× 108

s4 + 281.795s3 + 6.6017× 104s2 + 6.0044× 106s+ 1.4966× 108

(6.1)

The frequency domain response including identified transfer function of the

open loop system is shown in Fig. 6.4. It is observed that there is drop in

gain (∼− 0.5 dB/Hz) and lag in the phase (∼− 6.75 dB/deg) as the frequencies

increase.

Purdue Setup

Purdue actuator is identified with MR damper attached using a 0–100Hz band-

limited white noise signal when damper is at passive-on and -off mode. The

time domain response of the system is shown in Fig. 6.5.

Two transfer functions are developed from desired input to measurement
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Figure 6.4: Frequency Response and Identified Model of the Open Loop System
for HIT Setup

output for each case. Since the Purdue damper is relatively small, the effect

of the damper mode on the transfer functions are noticeable. To minimize

uncertainties due to this behavior, a new transfer function by averaging passive-

on and -off results are taken as the final transfer function to be modeled. The
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Figure 6.5: Open Loop System Input and Output in Time Domain for Purdue
Setup

resulting zero-pole systems are written as given in Eq. (6.2):

Gxm,xc,OFF,Purdue = 3.12× 109

s4 + 517.47s3 + 3.008× 105s2 + 5.49× 107s+ 3.17× 109

(6.2a)

Gxm,xc,ON,Purdue = 4.70× 109

s4 + 639.55s3 + 3.50× 105s2 + 7.51× 107s+ 4.79× 109

(6.2b)

Gxm,xc,AV G,Purdue = 3.91× 109

s4 + 578.51s3 + 3.25× 105s2 + 6.50× 107s+ 3.98× 109

(6.2c)

The frequency domain response including identified transfer functions of the

open loop system is shown in Fig. 6.6. The average transfer function shows

a drop in gain (∼− 0.3 dB/Hz) and lag in the phase (∼− 4.5 dB/deg) for the

actuator.
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Figure 6.6: Frequency Response and Identified Model of the Open Loop System
for Purdue Setup

6.1.2 Control Scheme for Actuator Tracking

As stated before, a novel compensation method, RIAC is used as the outer loop

control to track desired displacement. RIAC integrates three key components: (i)

loop shaping feedback control based on H∞ optimization, (ii) a Linear Quadratic

Estimator (LQE) block for minimizing noise effect and (iii) a feed-forward

block for reducing small delay. The combination of these components provides
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flexibility in controller design to accommodate setup limits while preserving the

stability. A block diagram of the controller is illustrated in Fig. 6.7. RIAC is

described in detail by Ou et al. (2014).

Inverse
Compensation H∞ Controller

LQE
Kalman Filter

disturbance

noise

Gx    , x  (s)
m c

Inner Loop Control

xd

xm

+

+

+

++
_

Figure 6.7: RIAC Control Block Diagram

Loop shaping feedback control was first introduced by Gao et al. (2013a).

By nature, H∞ controller has a trade off between performance and sensitivity.

The controller has limitations in performing perfect tracking while attenuating

high frequency noise. A deterioration in performance can manifest when the

noise/signal ratio in the system is high. To reduce the impact of noise and

improve phase response efficiently, a Kalman filter is integrated into RIAC.

Considering the small residual delay may still exist, to further enhance the

efficiency of the RIAC, an inverse compensation algorithm proposed by Chen

and Ricles (2009) is implemented.

RIAC can be applied to any servo-hydraulic system regardless the size or
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flow limitation of the actuator. In the following section, performance of the

controller for HIT and Purdue setups is presented.

6.1.3 Verification of Controller

The performance of the actuator motion controller can be assessed by deriving

the closed-loop system transfer function from desired and measured signals.

Furthermore, the effect of the size and speed of the actuator on the controller

efficiency, both large-size HIT and small-size Purdue actuators are tested. To

obtain the transfer function, a band limited white noise bounded with 0-20 Hz

is given to the actuators for 30 seconds in RIAC controlled closed loop setting.

The transfer function is then compared to unity gain. In Figs. 6.8 and 6.9, HIT

and Purdue closed loop transfer functions are presented. For both actuators,

an optimal performance close to unity gain is obtained. Ultimately, it is shown

that RIAC can be used for two completely different actuators.

In time domain, RMS errors between desired and measured signals for both

actuators varied in the range of 3 % to 10 %.

6.2 RTHS Implementation

Experimental RTHS setup at IISL has been previously discussed in Section 2.5.

In this section, the RTHS implementations is explained thoroughly.

As shown in Fig. 6.10, based on the given ground excitation, analytical sub-

structure simulated in real-time by MATLAB/xPC generates global responses.

Only the first floor displacement, which is compensated with RIAC, is sent to

the actuator to engage the MR damper. Eventually, MR damper produces a

force response to the given displacement which is fed back to the analytical

substructure for the next time step.
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Figure 6.8: Performance of RIAC for HIT Actuator

A simplified implementation of RTHS configuration in MATLAB/Simulink

is provided in Fig. 6.11.
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a RTHS Frame
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6.3 Comparison of Shake Table Test Responses

with RTHS Results

In this section, RTHS conducted at Purdue is compared to the shake table tests

performed at HIT. The experimental plan for the validation of the RTHS is

focused on simulating the seismically-excited three story structure while testing

the damper device physically at passive on/off and semi-active control modes.

Results obtained from RTHS are compared to shake table responses and accu-

racy of the RTHS configuration is assessed with evaluation criteria proposed in

Chapter 3.

As in Chapter 5, passive on/off and semi-active control cases are considered

for the comparison. Excitation input to the structure in RTHS setup is selected

as El Centro, Kobe and Morgan Hill earthquakes measured by two accelerometers

placed on the shake table. No filtering is applied to the ground accelerations.

A sampling and integration rate of 5000 Hz is selected for the RTHS for a fair

comparison.

6.3.1 El Centro

In this section, results between shake table and RTHS are compared for El

Centro earthquake. Passive-off (POFF), -on (POFF) and semi-active (SA) cases

are considered for the comparisons.

Passive-off

Displacement and acceleration comparisons are given in Figs. 6.12 and 6.13.

RMS and peak response errors are tabulated in Table 6.1 in percentage. In

addition, moving RMS errors are illustrated in Fig. 6.14.

Compared to shake table-pure simulation comparisons, the reported peak
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errors for floor accelerations and displacements are slightly large and ranging

from 10 % to 30 %. On the other hand, the RMS error are lower and varying

from 4 % to 15 %. Range-normalized RMS errors for RTHS and pure simulations

are close to each other.

Passive-on

For PON case, displacement and acceleration comparisons are given in Figs. 6.15

and 6.16. Related errors are tabulated in Fig. 6.17 and Table 6.1.

As observed in shake table-pure simulation results, there is a deviation in

the first floor displacement responses concentrated at around 6–9 seconds.

RMS and peak response errors for floor accelerations and displacements

are lower than pure simulation errors and are ranging from 2 % to 35 %. The

criteria-averaged RMS error is varying from 14 % to 20 %. It has been noted

that the first floor errors are smaller than those of pure simulation case, possibly

due to the fact that physical MR damper is showing better performance than

its analytical model despite the difference in the force levels between HIT and

Purdue dampers.

Semi-active

The comparisons for SA case are given in Figs. 6.18 to 6.20 and Table 6.1.

As observed in the previous chapter, the reported averaged errors for SA

case are between PON and POFF cases. RMS and peak response errors vary

from 3 % to 238 % and the criteria-averaged RMS error is around 10 %.

6.3.2 Kobe

In this section, results between shake table and pure simulations are compared for

Kobe earthquake. POFF, PON and SA cases are considered for the comparisons.
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Figure 6.14: Moving RMS Error for El Centro Earthquake POFF Case

Passive-off

The related response comparisons are given in Figs. 6.21 and 6.22. The errors

observed for this case are higher than pure-simulation results. The differences

between Purdue and HIT damper POFF forces can be held accountable for this

elevated disturbances.

Passive-on

PON case comparisons, error tables and moving RMS error plot are given in

Figs. 6.17, 6.24 and 6.25 and Table 6.1.

For this case, RMS and peak response errors range from 5 % to 50 % which

are lower than pure simulation comparisons. Likewise, the criteria-averaged

errors are concentrated around 20 %, which are also smaller compered to pure

simulation errors.
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Figure 6.17: Moving RMS Error for El Centro Earthquake PON Case

Semi-active

In Fig. 6.27 and Fig. 6.28, SA case comparisons are presented. The reported

errors and criteria-averaged errors are similar to pure simulation comparisons

and in the range 4 % to 27 % and 12 % to 16 %, respectively.

6.3.3 Morgan Hill

In this section, results between shake table and pure simulations are compared

for Morgan Hill earthquake. POFF, PON and SA cases are considered for the

comparisons.

Passive-off

Time- and frequency-domain comparisons for POFF case are provided in Figs. 6.21

and 6.22. The reported errors and moving RMS errors are in the range of 5 %

to 14 %. The averaged errors are nearly 10 % for all criteria.
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Figure 6.20: Moving RMS Error for El Centro Earthquake SA Case

Passive-on

Displacement and acceleration comparisons are given in Figs. 6.33 and 6.34. RMS

and peak response errors for accelerations and displacements are ranging from

7 % to 40 % and are lower than pure simulation errors. The criteria-averaged

error is varying from 16 % to 21 %.

Semi-active

SA case comparisons are presented in Figs. 6.27 and 6.28. The RMS and peak

response errors are confined within 3 % to 18 %. The criteria-averaged errors

are around 10 %.
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Figure 6.23: Moving RMS Error for Kobe Earthquake POFF Case
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Figure 6.26: Moving RMS Error for Kobe Earthquake PON Case
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Figure 6.29: Moving RMS Error for Kobe Earthquake SA Case
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Figure 6.32: Moving RMS Error for Morgan Hill Earthquake POFF Case
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Figure 6.35: Moving RMS Error for Morgan Hill Earthquake PON Case
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Figure 6.38: Moving RMS Error for Morgan Hill Earthquake POFF Case

6.3.4 Discussions

Considering POFF cases, El Centro for RTHS case yielded a maximum average

error of 16 % which is lower than the pure simulation comparison. On the

other hand, RTHS errors for Kobe and Morgan Hill are around 15 %, relatively

and slightly larger than the pure simulation errors. The differences between

force-displacement behavior of Purdue and HIT dampers at POFF mode can be

accounted for the elevated errors. Despite these discrepancies, PSDs of shake

table and RTHS responses demonstrate strong correlation.

RTHS and pure simulation comparisons for SA cases present similar level

of averaged errors. For the PON cases, the RTHS averaged errors, particularly,

errors for the first floor responses are reduced.

The overall averaged errors reported in Table 6.1 are near 18 % and 20 %

for POFF and SA cases, respectively. The PON case averaged errors are in the
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Table 6.1: Evaluation Criteria for RTHS Verification

Ground Motion Controller Location Evaluation Criteria Criteria
AverageJ1 J2 J3 J4 J5 J6

El Centro

POFF
First Floor 15.95 11.62 27.59 7.31 3.94 5.59 12.00

Second Floor 15.56 12.34 15.43 5.78 3.75 3.57 9.41
Third Floor 15.22 10.96 14.28 3.88 3.64 3.44 8.57

PON
First Floor 33.78 29.50 30.60 10.37 6.60 5.26 19.35

Second Floor 34.05 6.88 28.18 2.11 6.57 4.62 13.74
Third Floor 33.56 8.93 23.98 21.48 6.57 4.63 16.52

SA
First Floor 22.40 13.36 30.13 10.37 4.91 5.80 14.50

Second Floor 18.51 7.67 19.88 17.29 3.92 3.69 11.83
Third Floor 19.36 9.54 13.84 11.30 4.01 2.77 10.14

Kobe

POFF
First Floor 17.96 11.19 22.35 7.90 5.79 5.84 11.84

Second Floor 17.56 13.84 17.78 16.68 5.65 5.55 12.84
Third Floor 16.13 13.71 20.39 16.93 5.23 6.85 13.21

PON
First Floor 51.12 12.29 37.71 16.02 10.85 6.01 22.33

Second Floor 45.81 4.19 37.06 6.93 9.76 6.23 18.33
Third Floor 43.59 4.04 26.26 20.95 9.57 4.54 18.16

SA
First Floor 26.68 7.38 29.93 17.59 6.63 5.67 15.65

Second Floor 27.59 6.32 19.34 9.01 6.86 4.37 12.25
Third Floor 27.45 6.23 15.54 8.87 6.69 3.47 11.37

Morgan

POFF
First Floor 13.53 9.01 23.89 9.81 3.78 6.15 11.03

Second Floor 13.19 7.83 13.72 14.06 3.65 3.67 9.35
Third Floor 12.14 5.28 15.69 4.23 3.33 4.36 7.50

PON
First Floor 41.45 5.56 41.03 23.84 8.68 5.79 21.06

Second Floor 30.65 7.56 45.25 7.61 7.16 9.94 18.03
Third Floor 27.26 5.56 29.73 24.13 6.77 6.83 16.72

SA
First Floor 17.25 9.89 28.86 9.31 3.76 5.61 12.45

Second Floor 17.13 5.89 17.36 21.10 3.82 3.35 11.44
Third Floor 15.64 4.23 14.44 8.42 3.39 3.14 8.21

EQ Average

POFF
First Floor 15.81 10.61 24.61 8.34 4.51 5.86 11.62

Second Floor 15.44 11.34 15.64 12.17 4.35 4.26 10.53
Third Floor 14.49 9.98 16.79 8.35 4.07 4.88 9.76

PON
First Floor 42.12 15.78 36.45 16.74 8.71 5.68 20.91

Second Floor 36.84 6.21 36.83 5.55 7.83 6.93 16.70
Third Floor 34.81 6.18 26.66 22.19 7.64 5.33 17.13

SA
First Floor 22.11 10.21 29.64 12.42 5.10 5.70 14.20

Second Floor 21.08 6.63 18.86 15.80 4.87 3.80 11.84
Third Floor 20.82 6.67 14.60 9.53 4.70 3.13 9.91
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range of 24 % to 36 %.

6.4 Conclusions

In this chapter, shake table responses of MR damper controlled three story struc-

ture located at HIT are compared to RTHS responses. In RTHS configuration,

the system is partitioned into physical substructure represented by the Purdue

MR damper, and analytical substructure simulated by the model of the test

structure.

For the RTHS configuration, ground motions recorded by the accelerometers

are used as the excitation input, while MR damper is driven in POFF, PON,

and SA mode. Resulting relative displacements and absolute accelerations of

each floor are compared to shake table responses. To assess the performance and

validate feasibility of RTHS, peak, RMS, and sliding RMS errors are computed.

PSDs of the shake table and RTHS responses are also supplemented to show the

RTHS efficiency in frequency domain.

In summary, RTHS was able to predict shake table test responses success-

fully. The results of evaluation criteria also validated that RTHS can be a valid

alternative to shake table tests.
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CHAPTER 7

CONCLUSIONS

This report presents results of a series of studies to explore validation of Real-time

Hybrid Simulation conducted at Purdue University with shake table responses

of an actual full-scale three story structure, equipped with MR damper, tested

at Harbin Institute of Technology. RTHS configuration is partitioned into (i)

numerical substructure represented by the analytical model of the test structure

and (ii) physical substructure, a current controllable vibration control device,

MR damper. Three historical earthquake ground motions, El Centro, Kobe

and Morgan Hill are used as the excitation input while MR damper located

between the first floor and the ground is controlled at passive-off, passive-on and

semi-active mode. At least, the results of RTHS are compared to shake table

responses.

To deliver the information in the most convenient way, first, a literature

review emphasizing previous work on the validation RTHS is given. The short-

comings of the previous studies were explored to build up and deliver a concrete

motivation for this study.

Second, an extensive review of the experimental setup, including test struc-
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ture, equipment, sensors and software for shake table tests is presented. Further-

more, the hardware to perform RTHS, including inner and outer loop controllers

and servo-hydraulic systems are also discussed.

Next, a novel modeling and system updating technique based on system

identification results of Eigensytem Realization Algorithm is introduced. This

modeling method is focused on eliminating the drawbacks of its predecessors.

Using this proposed tool, a MCK matrix of the test structure is derived. Later,

the performance of this model is validated using shake table responses. This

analytical model is also used as the basis of the numerical substructure of the

RTHS.

Since the damper used at HIT is different than the one of RTHS at Purdue, a

characterization of the dampers are required. By comparing force-displacement

and force-velocity curves of those two dampers, equivalent voltage levels for

the Purdue damper is determined to imitate necessary HIT damper force at

passive-off and -on mode. In addition, an analytical model of the HIT damper

based on Bouc-Wen hysteresis model is utilized. This model is also used in the

pure simulation - shake table comparisons which will be discussed next.

To develop a baseline for RTHS - shake table comparisons and understand

main sources of error that may manifest during RTHS, an integrated simulation

including analytical models of the test structure and MR damper is conducted.

The pure simulations predicted the global responses of the shake table tests

accurately. The source of errors are explored and the possible reasons are

described.

Before the RTHS - shake table comparisons, first, a state-of-art controller,

Robust Integrated Actuator Control to compensate actuator dynamics is intro-

duced. Essentially, RIAC is a model based H∞ type controller that integrates a

loop-shaping filter to handle delay and magnitude dynamics of the actuator and
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a Kalman filter to reject the noise in the measurements. To study the impact of

the size and speed of the actuator on the tracking performance, the controller

is verified by comparing desired and measured displacement of the actuator

through band-limited white noises at HIT’s large and Purdue’s small actuators.

After the controller validation, RTHS is employed at Purdue and the results of

RTHS is compared to shake table responses. It has been found that the errors

produced by RTHS are marginally lower than those of pure simulations. This

observation leads to the conclusion that RTHS can be considered as a viable

option to pure simulations, as well as, shake table tests for this particular test

structure.
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